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ABSTRACT

Epoch is the instant of significant excitation of the vocal tract sys-
tem during the production of voiced speech. Estimation of epochs or
Glottal closure instants (GCIs) is a well studied topic in the speech
analysis. From the recent studies on GCI detection from singing
voice with state-of-art methods proposed for speech, there exist a
clear gap in accuracy between speech and singing voice. This is
because of source-filter interaction in singing voice compared to
speech. Performance of existing algorithms deteriorates as most of
the techniques depends on the ability to model the vocal tract system
in order to emphasize the excitation characteristics in the residual.
The objective of this paper is to analyze the singing voice for the es-
timation of epochs by studying the characteristics of the source-filter
interaction and the effect of wider range of pitch using the Zero Fre-
quency Filtering (ZFF) method. It is observed that high source-filter
interaction can be captured in the form of the impulse-like excitation
by passing the signal through three ideal digital resonators having
poles at zero frequency, and the effect of wider range of pitch can be
controlled by processing short segment (0.4-0.5 sec) signal.

Index Terms— Singing Voice, Excitation Source, Epoch, Glot-
tal Closure Instant, Vocal Tract System, Source-Filter Interaction,
Zero Frequency Filtering.

1. INTRODUCTION

The instant of significant excitation of the vocal tract system dur-
ing the production of voiced speech is referred to as epoch, and it
takes place around the glottal closure due to abrupt closing of the
vocal folds [1–3]. The importance of epoch extraction and anchor-
ing the analysis around the glottal closure for processing the speech
signal has been extensively covered in the recent articles [4, 5]. The
field of speech processing has seen a lot of developments in re-
cent years such as creating a variety of techniques for speech analy-
sis, speech modeling/representation and the vocoding techniques for
synthesis [6–10]. However, processing techniques for singing voice
are not well studied, even though it is closely related to speech signal
processing [11–13].

Applying the speech processing techniques for processing of
singing voice signals may not be straight forward, even though both
are generated from the same production mechanism [11,12]. This is
because many aspects of speech production have been successfully
described by a linear source-filter theory [14–17] and in particular
Linear Prediction of speech [8, 18] has been the flagship of speech
analysis, processing and synthesis. It is recognized that simple lin-
ear source-filter theory is not applicable for singing voice [12, 13].
Recently, attempts were made to see the effectiveness of the robust

speech signal processing techniques such as pitch extraction algo-
rithms, epoch detection techniques and vocoding techniques for syn-
thesis of singing voice [19–21]. It was found that the usage of the
robust speech processing techniques may not be robust for singing
voice.

One of the fundamental difference between speech and singing
voice is the impact of the source-filter interaction. Since singing
voice has more source-filter interaction when compared to speech,
it can not be neglected as in most of the speech processing tech-
niques [6, 11, 12, 17, 22]. Apart from the high source-filter interac-
tion, singing voice has wider range of pitch, controlled variations in
pitch, variations in phrase duration, prosody, greater dynamic range
etc., making the singing voice processing more challenging [12,13].
In addition to these, the large varieties of singing categories, types
and techniques has made it more difficult to generalize the singing
voice processing techniques. As a consequence, existing techniques
have limited in scope while processing the singing voice signals.
For example, in [19], the authors attempted to determine the best
method for estimating the Glottal closure instants (GCIs) from the
singing voice by evaluating five state-of-art methods of epoch extrac-
tion from speech. The choice of the GCI detection algorithm largely
depends on the pitch range and singing category. Studies were made
to find out the best choice of pitch extraction algorithm and vocod-
ing techniques for singing voice [20, 21]. From studies [19–21], it
is clear that there exists noticeable difference in reliability and accu-
racy of the algorithms.

One of the main weakness of the existing epoch detection tech-
niques is that they depend on the ability to model the vocal tract
system in order to emphasize the excitation characteristics in the
residual. The objective of the present study is to analyze the source-
filter interaction in singing voice using a recently proposed method,
namely, the Zero Frequency Filtering (ZFF) [1, 2]. In order to char-
acterize the high source-filter interaction in singing voice, a modified
ZFF is proposed. Experimental analysis is carried out for three types
of singing voice, and it is found that the proposed method is able to
detect the epochs in most of the cases, when compared with the tra-
ditional ZFF method used in [1, 3, 19].

The organization of the paper is as follows: Section 2 gives the
motivation for the present study. In Section 3.1, analysis of singing
voice is carried out using the ZFF method. A modified ZFF is pro-
posed and the analysis for different singing types is presented in Sec-
tion 3.2. Finally, Section 4 gives a summary and scope for further
study.
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2. MOTIVATION FOR THE PRESENT STUDY

The motivation for the present study came from the studies [1, 2],
where the authors claim that the discontinuities in the excitation sig-
nal caused by the sharp closure of the glottis, and they can be ap-
proximated by a sequence of impulses of varying amplitudes. The
effect of impulse-like excitation is reflected across all the frequen-
cies including the zero frequency. But from the studies in [19], it
was found that the ZFF method for singing voice is not as reliable
as it is for speech. Unlike other approaches [3, 4, 19], that uses the
vocal tract system modeling in order to emphasize the residual, the
ZFF method (description of ZFF is given in Sec. 3.1) focuses on
filtering the signal at 0 Hz to detect the epoch locations.

The other motivation came from the studies [5, 23–29], where
the authors studied the adaptation of ZFF method and its robust-
ness for various types of voices such as laughter, emotion and envi-
ronments such as distant, telephone, mobile and multi-speaker data.
The important characteristics of the ZFF method is that, its instant
(abrupt closure of the vocal folds) capturing ability by filtering the
signal around 0 Hz.

3. ANALYSIS OF SINGING VOICE USING ZERO
FREQUENCY FILTERING METHOD

For the analysis of singing voice, samples from the LYRICS
database are considered in this study [30]. The database consists of
samples from the 13 trained singers, and the recording sessions took
place in a sound-proof booth. It consists of 7 bass-baritones (B1
to B7), 3 countertenors (CT1 to CT3), and 3 sopranos (S1 to S3).
Acoustic and electroglottographic signals were recorded simultane-
ously on the two channels of a DAT recorder. The acoustic signal
was recorded using a condenser microphone placed 50 cm from the
singers mouth and the electroglottographic signal was recorded us-
ing a two-channel electroglottograph. More details of the LYRICS
database can be found in [19, 30].

In this study, one of the state-of-art methods of epoch extraction
from speech named as Zero Frequency Filtering (ZFF) is used. Here
the GCI locations are detected by confining the analysis around a
single frequency (0 Hz), i.e., the instant is captured by filtering the
signal around 0 Hz.

3.1. Zero Frequency Filtering (ZFF) Method

ZFF method proposed in [1, 2], useful for the extraction of epochs
(GCIs), instantaneous fundamental frequency (Fo) and strength of
impulse-like excitation [24] by filtering the speech signal through
a cascade of two 0 Hz resonators. The advantage of choosing the
zero frequency filtering method is that, the characteristics of the time
varying vocal tract system will not affect the characteristics of the
discontinuities in the output of the resonator.

The following steps are involved to derive the zero-frequency
filtered signal:

1. The speech signal s[n] is differenced to remove any unwanted
very low frequency components. That is,

x[n] = s[n]− s[n− 1]. (1)

2. The differenced signal is passed through a cascade of two
zero frequency resonators given by,

yo[n] =

4∑
k=1

akyo[n− k] + x[n] (2)

where a1 = +4, a2 = −6, a3 = +4, a4 = −1. The
resulting signal yo[n] is equivalent to integration (or cumu-
lative sum in the discrete-time domain) of speech signal four
times, hence it approximately grows/decays as a polynomial
function of time.

3. Using the autocorrelation function, the average pitch period
is computed for 30 ms segments of x[n].

4. The trend in yo[n] is removed by subtracting the local mean
computed over the average pitch period at each sample. The
resulting signal (y[n]) is called as zero frequency filtered sig-
nal and is given by,

y[n] = yo[n]−
1

2N + 1

N∑
i=−N

yo[n+ i]. (3)

where 2N + 1 corresponds to the number of samples in the
window used for trend removal.

The instants of negative-to-positive zero crossings (NPZCs) cor-
respond to the significant excitation epochs or Glottal Closure In-
stants (GCIs) by considering the positive polarity of the signal [1,
2, 31]. However, if the speech signal is reversed in polarity, then
the signal has to be negated before the epoch extraction [31]. To
illustrate this, a segment of speech along with the simultaneously
recorded EGG signal from the CMU arctic database is used [1]. Fig.
1 shows the voiced speech segment, ZFF signal along with GCIs
marked by arrows and reference differenced EGG (dEGG) signal. It
can be seen that, there is a close agreement between the locations
of the strong negative peaks of the dEGG signal and the instants of
NPZCs derived from the ZFF signal.
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Fig. 1. (a) Segment of a speech signal, (b) Zero-frequency filtered
(ZFF) signal (epoch locations marked by arrows), and (c) differenced
EGG signal.

Similarly, the analysis for three types of singing voice samples
(bass-baritones, countertenors, and sopranos) are performed and
they are shown in Figs. 2, 3 and 4, respectively. For the purpose of
illustration, we selected the singing voice samples for which the ZFF
method failed to capture the impulse-like excitations. In all the fig-
ures, (a) is the segment of a singing voice, (b) is the zero-frequency
filtered signal (epoch locations are marked by arrows), and (c) is
the differenced EGG signal (dEGG) as reference. From Figs. 2, 3
and 4, it is noted that ZFF signal is not able to capture the major
impulse-like excitations, unlike the case of speech signal shown
in Fig. 1. From Fig. 2, it can be seen that even though the ZFF

4261



4.65 4.66 4.67 4.68 4.69 4.7 4.71 4.72 4.73 4.74
−0.1

0

0.1

4.65 4.66 4.67 4.68 4.69 4.7 4.71 4.72 4.73 4.74

−0.5

0

0.5

4.65 4.66 4.67 4.68 4.69 4.7 4.71 4.72 4.73 4.74

−0.2

−0.1

0

0.1

Time (s)

(a)

(b)

(c)

Fig. 2. (a) Segment of a Baritone Singing Voice, (b) Zero-frequency
filtered (ZFF) signal (epoch locations marked by arrows), and (c)
differenced EGG signal.
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Fig. 3. (a) Segment of a Countertenor Singing Voice, (b) Zero-
frequency filtered (ZFF) signal (epoch locations marked by arrows),
and (c) differenced EGG signal.

signal is giving the reasonable epoch locations, it is not capturing
the impulse-like excitations properly when compared to Fig. 1. It is
evident from the Fig. 3 also, where the ZFF signal has more number
of NPZCs, and hence it is detecting more false GCIs. Due to drift in
the ZFF signal (as in Fig. 4), some of the GCIs are missing, and it
might be because of the improper trend removal operation.

From Fig. 1, we can mark the epoch locations even without the
reference dEGG signal. This is because, within each glottal cycle the
excitation of the vocal tract system is impulse-like around the GCI,
and it corresponds to the high SNR region due to strong excitation,
and also due to decay of the resonances of vocal tract system within
each cycle [5, 32]. But it is not the case in Figs. 2, 3 and 4. We can
interpret this behavior due to impact of filter interaction in singing
voice.

The problem with the singing voice is due to wide range in the
controlled variations of pitch. The effect can be seen from the ZFF
signal shown in Fig. 5(b) around 0.7 sec. This is because, the ZFF
method depends on the average pitch period for trend removal. To
overcome this problem, a method is proposed, where short segments
(0.4 or 0.5 sec) of the signal are used instead of the total length of
the signal (phrase/utterance) to detect the epoch locations. In this
case the pitch period can be estimated for each segment, and hence
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Fig. 4. (a) Segment of a Soprano Singing Voice, (b) Zero-frequency
filtered (ZFF) signal (epoch locations marked by arrows), and (c)
differenced EGG signal.
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Fig. 5. (a) Segment of a Baritone Singing Voice, (b) Zero-frequency
filtered (ZFF) signal (epoch locations marked by arrows), and (c)
differenced EGG signal.

the resulting ZFF signal can capture the impulse-like excitation after
the trend removal operation. Also, this way of processing the sig-
nal seems to be more realistic in many situations. This is also the
case for most of the existing epoch detection algorithms [19] as they
depend on the average pitch period.

A modified version of ZFF is proposed to capture the impulse-
like excitation that is present in the singing voice, and it is described
in Sec. 3.2.

3.2. Modified ZFF Method for Singing Voice

In this section, we propose a modified version of ZFF method to
capture the major impulse-like excitation. The modified version has
similar steps that are described in the previous section, except that
the processing of the signal is now on short segments, and the use of
cascade of three ideal digital resonators having poles at 0 Hz. The
output of the resonators is given by

yo[n] =

6∑
k=1

akyo[n− k] + x[n] (4)
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Fig. 6. (a) Segment of a Soprano Singing Voice, (b) Modified zero-
frequency filtered signal (epoch locations marked by arrows), and
(c) differenced EGG signal.

Table 1. Performance comparison of epoch detection methods on
subset of LYRICS database. IDR - Identification rate, MR - Miss
rate, FAR - False alarm rate, IDA - Identification accuracy. The first
three of the above are collectively called the reliability measures and
the other is called the accuracy measure [1, 4].

Method IDR (%) MR (%) FAR (%) IDA (ms)
ZFF 82.16 1.26 16.58 0.59

Proposed 93.46 1.18 5.36 0.42

where a1 = +6, a2 = −15, a3 = +20, a4 = −15, a5 = +6,
a6 = −1.

The trend removal operation is repeated five times in order to get
the modified ZFF signal. The remaining steps are same as the ZFF
method. It is to be noted that, the passage of signal through cascade
of three ZFRs may not be always necessary for epoch detection for
all types of singing voices. For some types of singing voice even
the traditional ZFF method will give proper epoch locations [3]. But
the modified ZFF method gives the impulse-like excitation sequence
even for the case of high source-filter interaction in the signals. The
output of modified ZFF for segments of singing voice samples given
in Figs. 4(b) and 5(b) are shown in Figs. 6(b) and 7(b), respectively.
The output of the modified ZFF signals are in close agreement to
the reference dEGG signals. Performance of the proposed method
along with the traditional ZFF method is given in Table 1. From
this, it is observed that the modified ZFF method is able to detect the
epoch locations in most of the cases, compared with the traditional
ZFF method. Further analysis is required for epoch detection by
analyzing other singing types and categories, and also by extending
these studies to large databases.

It is worth mentioning that, the analysis carried out in this
paper is to understand the impact of source-filter interaction and
wider pitch ranges of singing voice. From the preliminary results,
it is noted that the proposed modified ZFF method is working con-
sistently for the singing voice compared with the traditional ZFF
method.
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Fig. 7. (a) Segment of a Baritone Singing Voice, (b) Modified zero-
frequency filtered signal (epoch locations marked by arrows), and
(c) differenced EGG signal.

4. SUMMARY

In this paper, the impact of source-filter interaction and effect of
wider pitch range of singing voice were analyzed using ZFF method
for the extraction of epochs. From the analysis using ZFF method,
it was observed that there exists a high source-filter interaction in
various types of singing voice. The effect of wider pitch range on
ZFF output was studied, a method was proposed where by process-
ing the short segment of the signal (for e.g, 0.4 or 0.5 sec) instead of
total length (phrase/utterance), as the the average pitch period varies
rapidly over short segments. This way of processing the signal is
closer to realistic situations. A modified version of ZFF method was
proposed for epoch extraction by passing the signal through three
zero frequency resonators. From the experiments, it was observed
that the proposed ZFF method was able to capture the impulse-like
excitations (epochs) in most of the cases compared with the tradi-
tional ZFF method. The focus in this paper was on the analysis of
singing voice for epoch detection. Since the proposed method pro-
vides accurate locations of epochs, the results may also be useful for
pitch extraction from singing voice. Also, there is scope for under-
standing the effect of subglottal resonances in singing voice.
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