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ABSTRACT

Time of arrival is a commonly used mechanism for geolocation. In
many environments, multipath propagation of RF signals limits ac-
curacy. Wide bandwidths reduce the impact of multipath propaga-
tion, but frequently results in interference from other devices. When
the bandwidth is assembled from several measured sub-bands, there
is an additional difficulty of a random phase offset between bands.
In this paper, we introduce a compressive sensing scheme which re-
covers both corrupted samples and phase offsets between sub-bands.
For interferers with bandwidths up to 12 MHz, we further show that
the proposed scheme leads to improved localisation accuracy com-
pared to previously published techniques.

Index Terms— Compressed sensing, Time of Arrival

1. INTRODUCTION

The performance of time of arrival (TOA) based positioning is de-
graded by multipath propagation [1, 2]. To address this issue, large
bandwidths are often used to make it easier to resolve multipath com-
ponents. A number of systems have been proposed using wideband
(>100 MHz) and ultra wideband (>500 MHz) radios. However,
many commercially available radios cannot access all available fre-
quency bands using a single radio transmission. Even if it is possible,
other users of the same spectrum may interfere over some sub-bands.
Since the accuracy of TOA based localisation is inversely propor-
tional to the total bandwidth [3], the ability to use non-contiguous
blocks of spectrum can result in substantial improvement in the po-
sitioning accuracy.

An example of a TOA based implementation is the Wireless Ad-
hoc System for Positioning (WASP) [3], which is a wideband device
that makes use of the Industrial, Scientific and Medical (ISM) class
license band. The ISM band offers bandwidths of 83 MHz at 2.4
GHz and 125 MHz at 5.8 GHz which can be used for TOA estima-
tion. However, other wireless devices such as Bluetooth, cordless
phones and WLANs also use this spectrum, introducing interference
which may have bandwidths ranging from a few MHz to 20 MHz or
more. Ultra wideband systems (e.g. Zebra Dart [4], Ubisense [5])
have lower power and wider bandwidth making them very suscepti-
ble to interference.

Many standards such as WiFi and 3G or 4G mobile systems al-
low the use of multiple different frequency bands, which may not
be contiguous. TOA estimation can be substantially improved for
such devices if they can be made to use all the available spectrum.
The market penetration of TOA based positioning could be improved

dramatically if accurate TOA could be made to work on such widely
available commercial radios.

One key issue not addressed in other work [11] is the recovery
of the phase offset between channel estimates in different frequency
bands. In order to cover a wide band, most commercial radios need
to be retuned to multiple different frequency bands. However, the re-
tuning process involves resetting a phase locked loop which induces
a random phase shift between channel estimates made in the two dif-
ferent frequency bands. Consider the use of a standard 802.11 radio.
This will provide up to 80 MHz of bandwidth (for current 11ac de-
vices), which can be tuned to one of 5 different centre frequencies in
the 5.2 to 5.8GHz range. The radio will estimate the channel across
108 OFDM subcarriers with each band, so even if two adjacent fre-
quency bands are used, there will be a gap of 12.5 MHz between the
high frequency subcarrier estimated in the lower band and the low-
est frequency subcarrier estimated in the higher band. Furthermore,
802.11 networks often have to coexist with other devices (or other
802.11 networks) which may mean that portions of the band are in-
accessible (for example, an 802.11g network may occupy about 16
MHz of spectrum in the middle of the band).

There is wide body of work on the problem of accurate TOA es-
timation. The authors of [6] proposed an energy detector based TOA
estimation scheme, where a comparison between the output of the
energy detector and a threshold is used to determine the first arriv-
ing path. Other schemes such as the Maximum likelihood criterion
with iterative interference cancellation [7] and compressive sensing
methods have been used for channel estimation [8, 9, 10]. Unfor-
tunately, none of these techniques attempt to solve the problem of
phase recovery between different frequency bands.

In this paper, we build on the research of [11] to include the
ability to find the optimal phase shift for segmented frequency bands.
Using compressive sensing methods, we can estimate the corrupted
channel frequency samples [12].

The paper is organised as follows. Section II reviews the pre-
vious research. In section III, we view the proposed algorithm for
interference mitigation and how phase shift estimation is fitted into
the existing framework. In section IV, we present our results for the
proposed algorithm.

2. BACKGROUND

In [11], reconstruction of corrupted frequency sub-bands viaL1 min-
imization was proposed. In the presence of narrowband interference,
the channel frequency response can be thought of as a non-uniform
sampling of the true frequency response. Using compressive sens-
ing, the missing samples can be estimated from the incomplete fre-
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quency response [13]. The technique is summarised in this section.
The multipath impulse channel can be modelled as:

h(t) =

p−1∑
t=0

aiδ(t− τi) (1)

where ai is the amplitude of the signal, p is the number of paths, τi
is the time delay associated with each signal path and δ is the delta
function. Equation (1) then can be re-written in the Fourier domain
as:

H(f) =

p−1∑
t=0

aie
−j2πτif (2)

Given H(f), the channel impulse can be approximated by tak-
ing the inverse discrete Fourier transform (iDFT) of the signal, that
is:

h(t) = F ∗H(f) (3)

where F is the iDFT matrix. We can decompose (3) into smaller
sub matrices, by considering the channel impulse response h(f) as
containing samples that are close to zero hz and samples that are
non zero hnz . We can also divide the frequency response H(f) into
sections that have been measured Hm and sections that is corrupted
due to interference Hi. If we also permutate the iDFT matrix ac-
cordingly, then (3) can be written as:[

hz

hnz

]
=

[
F z,m F z,i

Fnz,m Fnz,i

] [
Hm

Hi

]
(4)

Because hz is close to zero, the unknown frequency samplesHi

then can be recovered by finding the solution to the minimization
problem

min
Hi

∥∥F z,mHm + F z,iHi
∥∥ (5)

Equation (5) is minimized using the L1 norm which is preferred
because it is more robust against outliers. It can be recast as a linear
programming problem and solved using an interior point method.
For this work, L1-magic was used [16].

Selection of which samples, h(t), go into hz and hnz is de-
termined iteratively by first selecting an interval

[
τ1, τ2

]
that is

wide enough to contain the impulse response. All samples between[
τ1, τ2

]
are placed into hnz and all samples outside the interval are

placed into hz . Equation (5) can then be solved, after which the
amplitude of the samples outside the intervals

[
τ1, τ2

]
are compared

to a threshold. If the amplitudes are less than the threshold, the in-
tervals are reduced and the process is repeated. If samples before τ1
are above the threshold then τ1 is reduced, similarly if any samples
after τ2 are above the threshold then τ2 is increased. The algorithm
concludes when we can no longer reduce the interval

[
τ1, τ2

]
with-

out exceeding the threshold. At this point, we have recovered our
Hi samples for a complete channel frequency response H(f).

3. INCLUSION OF PHASE OFFSET

In order to consolidate the segmented and phase incoherent bands,
not only do we have to fill the gap, we also need to introduce an
appropriate phase shift. In this section we present a technique for
interference mitigation with phase offset.

3.1. The L1 Minimization Problem

Our measured frequency response samplesHm are divided into sep-
arate sub-bands according to the location of the gap. Assuming a sin-
gle gap, Hm can be divided into Hm1 and Hm2 . We can introduce
a phase shift θ so the problem can be rewritten as

min
Hi,θ

∥∥∥∥F z,m1Hm1 +
[
F z,i F z,m2Hm2

] [Hi

eiθ

]∥∥∥∥ (6)

Once again, the iDFT matrices F are split accordingly. The
phase ofHm1 is taken to be the reference to whichHm2 must align.
Equation (6) can now be generalized for the case where there is more
than one gap in the spectrum, each separate sub-band having its own
phase shift θi:

min
Hi,θ

∥∥∥∥∥∥∥∥∥∥∥
F z,m1Hm1 + γ


Hi

eiθ1

eiθ2

...
eiθs−1



∥∥∥∥∥∥∥∥∥∥∥
(7)

where γ is
[
F z,i F z,m2Hm2 . . . F z,msHms

]
and s is the

number of frequency sub-bands.

3.2. Linearizing the Problem

In (6), the phase shift variable θ introduces a non-linear component
(eiθ). We can linearize this by finding the tangent vector to a point
on the unit circle in the complex plane corresponding to eiθ . We
define the tangent vector as

ζ = z0 + αr (8)

where z0 is the position vector, α is the direction vector, and r is a
real number. We can now replace eiθ with ζ in (6) to get

min
Hi,r

∥∥F z,m1Hm1 + F z,iHi + ζF z,m2Hm2
∥∥ (9)

=min
Hi,r

∥∥F z,m1Hm1 + F z,iHi (z0 + αr)F z,m2Hm2
∥∥ (10)

=min
Hi,r

∥∥∥∥η + [F z,i αF z,m2Hm2
] [Hi

r

]∥∥∥∥ (11)

where η = F z,m1Hm1 + z0F
z,m2Hm2

Normally, introducing a phase shift would not affect the ampli-
tude of the frequency samples. Because the problem is linearized,
the magnitude of ζ is not equal to 1. This changes the amplitude of
the frequency samples slightly.

3.3. Algorithm

The overall approach is described in Algorithm 1. H is the current
frequency response with the gap filled by Hi. h and hp are the im-
pulse corresponding to H and Hbest, respectively. The inner loop
begins by selecting ζ to be an initial value of 1. After appropriately
selecting an interval

[
τ1, τ2

]
, we solve (11) to obtain our phase off-

set and unknown frequency samples (r and Hi) via L1 norm min-
imization; a primal-dual algorithm for linear programming imple-
mented in L1-magic was used. For a pure phase shift, it must follow
that ‖ζ‖ = 1. However we allow some slack in this condition i.e.,
1 ≤ ‖ζ‖ < 1+β where β is chosen to be 0.01 or smaller. We check
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the samples outside
[
τ1, τ2

]
and adjust the interval accordingly. Af-

ter that we also check to see if ‖ζ‖ < 1 + β is satisfied. If it isn’t
then we find the new tangent vector at point ei arg(ζ) and reiterate.
The inner loop terminates when

[
τ1, τ2

]
can no longer be reduced

and ‖ζ‖ < 1 + β is satisfied.
The outer loop allows the algorithm to start with 5 different θ

values, spaced evenly around the unit circle. At every iteration, τ1
is compared to τ1p (the previous interval’s start point), which is ini-
tially set to 0. If τ1 > τ1p, then the current solution to equation (11)
is kept, otherwise it is discarded. In the case that τ1 = τ1p, the so-
lution which yields the smallest L1 norm is kept. The outer loop is
needed as sometimes the algorithm finds a local minima in the op-
timization problem. Several starting points are used to increase its
performance.

Algorithm 1 Phase recovery algorithm
Initialize τ1, τ2 to appropriate values, τ1p = 0
for k := 0:4 do
ζ ← new ζ corresponding to the point at eiπk×0.4

while ‖ζ‖ ≥ 1 + β and (stop left and stop right) 6= true do
solve equation (11)
if hz samples before τ1 < threshold and stop left = false
then

increase τ1
else

decrease τ1
stop left← true

end if
if hz samples after τ2 < threshold and stop right = false
then

decrease τ2
else

increase τ2
stop right← true

end if
if ‖ζ‖ ≥ 1 + β then
ζ ← new ζ corresponding to the point at ei arg(ζ)

end if
end while
if τ1 > τ1p or (τ1 = τ1p and ‖h‖1 < ‖hp‖1 ) then
Hbest ← H
τ1p ← τ1

end if
end for
return (τ1, τ2, ζ, Hbest)

4. RESULTS

The algorithm was tested using channel frequency responses recorded
in an indoor office environment using the WASP system. Two dif-
ferent scenarios are considered, a non line of sight (NLOS) situation
(with two walls between the transmitter and receiver) and a line of
sight (LOS) situation. To simulate the effects of a gap in the spec-
trum, an appropriate number of frequency domain samples were
omitted.

We are interested in the reconstruction of the leading edge as
this affects TOA estimation. In figure 1, the root mean square er-
ror (RMSE) of the leading edge with gap sizes ranging between
0.3906MHz to 16 MHz was measured. The interferer was placed
at 5800 MHz. Random phase offsets were introduced to the higher
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Fig. 1. The first significant peak of the ideal impulse response is
scaled to one, the recovered impulse responses were scaled accord-
ingly.
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Fig. 2. Standard deviation of phase estimation error for both line of
sight and non line of sight conditions.

segmented band of the frequency spectrum. Without phase correc-
tion, the reconstruction of the leading edge exhibits large errors. The
RMSE without phase correction reduces as the interferer bandwidth
increases. This is because with a small gap size, a random phase off-
set between the two frequency bands will result in large step change
in the phase which leads to a noisy impulse response. With larger
gap sizes the impact of a random phase offset is reduced as the al-
gorithm is able to fill in a smooth change between the bands. With
phase correction, there is a considerable decrease in RMSE which
will directly benefit TOA estimations. As the gap size increases, the
algorithm struggles to find the true phase shift; hence the increase in
RMSE.

Both the recovery of the missing spectrum and the recovery of
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Fig. 3. Cumulative distribution error for line of sight conditions.

the phase offset between the bands becomes more difficult as the
size of the gap increases. Figure 2 shows a rise in standard devia-
tion of phase error as the gap size increases. Note that an average
phase error of π/2 is expected if the recovered phase is random (i.e.,
unrelated to the true phase).

We also calculated the difference between the TOA estimates
using the uncorrupted and recovered channel frequency responses
[14, 15]. Cumulative error distributions are shown in figure 3 and
4. Note that the range errors shown are additional to the errors in
the TOA estimate using the uncorrupted data. The TOA algorithm
applied to the uncorrupted data results in range errors of about 40
cm for the LOS case and 80 cm for the NLOS case. As expected, the
error gets larger with increasing gap sizes. Even though the phase es-
timation degrades with larger gap sizes, the algorithm still performs
better than without phase correction. This is mainly due to better
reconstruction of the leading edge, which can be seen in figure 5. In
both figures 3 and 4, the benefits of phase correction is clear for gap
sizes of 12 MHz and smaller.

5. CONCLUSION

We have presented a new algorithm that allows increased accuracy
for TOA-based ranging, and hence localization, by reconstructing
the gap and correcting the phase offset when disjointed and phase
incoherent bands are being used. Our results demonstrate a reduction
in ranging errors exceeding 1 m from 90% to less than 20% for an 8
MHz interferer.
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