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ABSTRACT

In this paper, we consider the problem of channel and phase noise es-
timation for an orthogonal frequency division multiplexing (OFDM)
radio link. We solve this problem by first investigating the subspace
in which the phase noise spectral vector lies and then exploiting
this information during estimation. Building upon earlierworks,
the phase noise spectral estimate is obtained by minimizinga ho-
mogeneous quadratic cost function and the channel estimatein turns
depends on the obtained phase noise estimate. We show that, at in-
finite signal-to-noise ratio, the true phase noise spectralestimate lies
in the null space of the matrix associated with the cost function. We
utilize this knowledge by imposing constraints that adhereto this
null space when minimizing the cost function. In addition, we also
propose constraints based on knowledge of the covariance matrix
of the phase noise process. Through simulations, we demonstrate
lower phase noise mean-square error (MSE) and consequentlylower
channel MSE when incorporating the subspace information.

Index Terms— Phase Noise, OFDM, Channel Estimation, Null
Space, Optimization

1. INTRODUCTION

There are three major principal operations performed in anyradio
transceiver: frequency mixing, power amplification and analog-to-
digital (AD) or digital-to-analog (DA) conversion. Frequency mix-
ers are associated withundesired phase noisewhich is random per-
turbations in the phase of the carrier signal (generated by alocal
oscillator) that is used to transmit the information bearing signal. It
arises due to component imperfections that make the oscillator cir-
cuitry [1–3]. In this paper, we consider an orthogonal frequency
division multiplexing (OFDM) radio link impaired by only phase
noise. With respect to OFDM, phase noise destroys the orthogonal-
ity between subcarriers thereby resulting in inter-carrier interference
(ICI) and eventually causing severe performance degradation when
left untreated. Some recent studies on the effects of phase noise can
be found in [4–8]. A comprehensive overview of the subject can be
found in [9]. This recognition of performance loss has spawned a
plethora of estimation and compensation algorithms that revert the
effects of phase noise e.g., [10–15] and references therein.

In this paper, we improve the phase noise estimation scheme
proposed in [13] that is used for obtaining a channel estimate.
Specifically, using a full-pilot OFDM symbol, a least-squares chan-
nel estimator is derived which depends on knowledge of the phase
noise and, hence, phase noise must be estimated. Such an estimate is
obtained by minimizing a homogeneous quadratic cost function sub-
ject to a linear constraint. By this approach of channel estimation,
one can see that the channel mean-square error (MSE) is in direct
correspondence with the phase noise MSE. The approach in [13]
does not indicate or highlight as to what constraints to impose.

When restricted to linear constraints, one can think of manysuch
constraints, however, there is lack of clarity as to which one would
yield the best performance. The linear constraint proposedin [13] is
applicable only for small phase noise levels while poor phase noise
estimates will be obtained for moderate-to-high phase noise levels.

In this work, we investigate the nature of the matrix character-
izing the cost function. The purpose is to determine in whichspace
the phase noise spectral vector lies and this information will provide
an indication for designing a good constraint. Specifically, at infinite
signal-to-noise ratio, we show that the phase noise spectral vector
lies in the null-space of the matrix associated with the costfunc-
tion. We can exploit this information, for obtaining a phasenoise
estimate, by restricting the search space to this particular subspace.
From a practical perspective, such an approach is applicable also at
medium-to-high signal-to-noise ratios. On the other hand,if the type
of phase noise process is known then we can exploit its second-order
statistical information. Specifically, the constraint setcorresponds to
the subspace spanned by the eigenvectors of the covariance matrix
of the phase noise process.

2. SYSTEM MODEL

We consider an OFDM radio link wherein a (column) vectors of
information symbols{sj}

Nc−1
j=0 is transmitted usingNc orthogonal

subcarriers [16]. In this paper, we consider only the effectof re-
ceiver phase noise while assuming a high-fidelity oscillator at the
transmitter. Such a scenario can be, for example, downlink trans-
mission where the base station is the transmitter while the receiver is
a mobile terminal. Assuming sufficient timing synchronization, the
received symbol vectorr, with elements{rj}

Nc−1
j=0 , is given by

r = VHs+ n, (1)

whereH is a diagonal matrix composed of elements{Hi}
Nc−1
i=0

which are the discrete Fourier transform (DFT) of the channel while
the vectorn is white Gaussian noise with diagonal covariance ma-
trix whose diagonal values are equal toσ2

n. The unitary matrixV is
column-wise circulantwith the column vectorδ whose elements are
given by

δk =

Nc−1
∑

n=0

eθ[n]

Nc
e
−(2πkn)/Nc , k = 0, 1 . . . , Nc − 1, (2)

whereeθ[n] is the complex exponential of the phase noiseθ[n]. The
kth column ofV is obtained by circularly shifting,δ, k− 1 times to
the bottom. Using (2),rj can be expressed in terms ofsj as

rj =
(

δ0Hj

)

sj +

Nc−1
∑

k=0,k 6=j

(

δk−jHk

)

sk + nj (3)
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When there is no phase noise, we haveδ0 = 1 andδk = 0, k 6= 0.
From (3), we see that phase noise introduces two undesired quan-
tities: One is rotation of the desired symbolsj by δ0Hj which is
known as the common phase error (CPE), and the second is to cause
interference from other subcarriers, also known as inter-carrier inter-
ference (ICI), which is given by the second term in (3). In theideal
case of knowingδ, we could form the matrixV and performV†r to
undo the effect of phase noise. But, in practice, we do not have this
knowledge and, hence, it needs to be estimated fromr.

3. CHANNEL AND PHASE NOISE ESTIMATION

We build upon the channel and phase noise estimation method pro-
posed in [13]. We first briefly summarize the approach after which
we analyze the cost function that is minimized for obtaininga phase
noise estimate.

The goal is to estimate the channel. For this purpose, a full-
pilot OFDM symbol is used i.e., we have full knowledge of the vec-
tor s in (1). Let h denote the time-domain channel vector whose
elements are{h[n]}L−1

n=0 whereL denotes the number of channel
taps. First, we derive the least-squares estimate of the discrete-
time domain channelh. Rewriting (1) in terms ofh, we haver =
VSFth+n, whereS is a diagonal matrix with elementssj and the
Nc × L matrix Ft is the truncated DFT matrix obtained from the
Nc ×Nc DFT matrixF. The least-squares estimate ofh follows by
minimizing ||r−VSFtĥ||

2 w.r.t. ĥ and is given by

ĥ =
(

F
†
tS

†
V

†
VSFt

)−1

F
†
tS

†
V

†
r

=
(

F
†
tS

†
SFt

)−1

F
†
tS

†
V̂

†
r, (4)

where we used the fact thatV†V = INc
with INc

denoting the
Nc × Nc identity matrix. We have also replacedV by V̂ which
is our estimate ofV as we do not knowV. Such an estimate can
be obtained by substituting (4) back into||r − V̂SFtĥ||

2. Ex-
panding||r − V̂SFtĥ||

2 while writing B = F
†
tS

†SFt andPr =

SFtB
−1F

†
tS

† (which is an orthogonal projection matrix onto an
L-dimensional space), we have

||r − V̂SFtĥ||
2 = r

†
r− r

†
V̂PrV̂

†
r = δ̂

†
Mδ̂ (5)

whereM =
(

R†R−R†PrR
)T

is Hermitian andR is column-

wise circulant matrix with column vectorr. The vector̂δ denotes our
estimate ofδ. In deriving (5), we enforced̂V to be circulant (with
column vector̂δ) and unitary i.e.,V̂†V̂ = INc

since we know the
fact thatV is a unitary column-wise circulant withδ. This simplifies
the expression into a nice homogeneous quadratic cost function as
seen in (5). A phase noise estimate can be obtained by minimizing
(5) and, since it is homogeneous, the minimizer is the null vector of
zeros. Since the actual vectorδ is non-zero, we need to impose a
constraint when minimizing (5).

3.1. Nature of theM matrix

In this part, we show that, at infinite SNR,δ lies in the null space
of M. Thus, if we restrict our search to this subspace by choosing
constraints that correspond to this space, we will obtain good phase
noise estimates and consequently good channel estimates. In prac-
tice such an approach is applicable also at high SNRs. We prove
our main result in Proposition 1 but let us first make the following
observations:

1. Consider the vectorw = SFth. Since the diagonalS matrix
is of full rank andFt has full column rank ofL columns, the
vectorw lies in anL-dimensional subspace. Also, the matrix
Pr is an orthogonal projection matrix onto the space spanned
by the columns ofSFt. This implies

(INc
−Pr)w = 0 ⇔ (INc

−P
T
r )w

∗ = 0 (6)

wherew∗ is the conjugate ofw and the equivalence follows
sincePr = P†

r .

2. The matrixM = RTR∗−RTPT
r R

∗ = RT
(

INc
−PT

r

)

R∗,
whereR∗ denotes conjugate ofR, can be interpreted as the
correlation betweenR∗ and its projection onto the space
defined by

(

INc
−PT

r

)

. The structure ofR∗ is given by

R
∗ =











r†

r†P1

...
r†PNc−1











(7)

wherePl denotes theNc × Nc permutation matrix and is
given byPl = (P1)

l. The first column ofP1 is given by the
Nc×1 vector[0, 1, 0, . . . , 0]T and thejth column is obtained
by circularly shifting the vectorj − 1 times to the bottom.

Proposition 1. Denote the null space ofM by N (M). Then at
infinite SNR,δ ∈ N (M).

Proof. We need to showMδ = 0. At infinite SNR, from (1), we
haver = Vw and, after substituting it inR∗, we have

R
∗
δ =











w†(V†δ)
w†(V†P1δ)

...
w†(V†PNc−1δ)











= w
∗ (8)

since theNc × 1 vectorV†Plδ = [0, 0, . . . , 1, 0, . . . , 0]T where
the value of one occurs in thelth row. This results becauseV is
unitary circulant withδ. Thus,Mδ = RT

(

INc
−PT

r

)

R∗δ =

RT
(

INc
−PT

r

)

w∗ = 0 after using (6).

We conclude this section with a note on the dimensionality of
N (M) as it indicates inhow big a spacethe vectorδ lies. From
(7), we can see that, in general,R∗ is a full-rank matrix and, since,
(

INc
−PT

r

)

has rankNc − L, we must have the rank ofM also
equal toNc − L and, hence, the dimensionality ofN (M) is equal
toL which is the number of channel taps.

4. SUBSPACE-BASED PHASE NOISE MINIMIZATION

In this section, we present some optimization problems thatexploit
information on the space in whichδ lies. In general, the computa-
tional complexity in minimizing (5) is proportional to the dimension
of δ̂ which is equal toNc. In practical systems,Nc can be well over
a few thousand and, thus, the complexity in solving (5) can bequite
high. A way around this problem is to exploit the fact that most of
the power in the vectorδ is confined to only a few low-frequency
components because, in practice, the oscillators are designed with
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tolerable phase noise levels. Utilizing this information,our model of
δ̂ is given by

δ̂ =







IN

2
×N

2

0N

2
×N

2

0(Nc−N)×N

2

0(Nc−N)×N

2

0N

2
×N

2

IN

2
×N

2






δ̂ = Lδ̂ (9)

whereδ̂ comprises of theN < Nc non-zero components of̂δ while
the rest are set to zero. Note that we estimate the top and bottom part
of δ̂ which corresponds to positive and negative frequencies centered
around zero. We assumeN to be even without any loss in generality.
Substituting (9) in (5), the cost function to be minimized isgiven by

C(δ̂) = δ̂
†
M̃δ̂ (10)

whereM̃ = L†ML. In the remainder of this section, we present
some phase noise optimization problems and conclude with a sum-
mary of the optimization problem considered in [13] for the purpose
of comparison.

4.1. NsPM: Nullspace-based Phase Noise Minimization

We would like to minimize (10) while at the same time incorporate
the knowledge thatδ ∈ N (M). From (9), we havêδ = Lδ̂ imply-
ing δ̂ = L†δ̂ where we used the fact thatL†L = IN . LetN denote
the matrix whose columns spanN (M). Thus, enforcing the con-
straint thatδ̂ ∈ N (M) implies enforcinĝδ ∈ span(L†N) where
span(X) denotes span of the columns of the matrixX. To put it
another way, we essentially mapN (M) to span(L†N). Based on
this rationale, we propose the following optimization problem:

Minimize C(δ̂) = δ̂
†
M̃δ̂,

s.t δ̂
†
δ̂ = 1, δ̂ ∈ span(L†

N) (11)

In (11), we have enforced a unit-norm constraint onδ̂. Using Parse-
val’s theorem, it can be easily shown thatδ has unit-norm [17] and
since we assume most of the power is inδ̂ then the unit-norm con-
straint in (11) is reasonable. Writinĝδ = L†Nα, the above problem
expressed in terms ofα is given by

Minimize C(α) = α
†
(

N
†
LM̃L

†
N
)

α

s.t α
†
(

N
†
LL

†
N
)

α = 1 (12)

The optimization problem (12) can be solved as follows: Let
N†LL†N = WW† be the Cholesky decomposition. Then writing
γ = W†α, the minimization problem simplifies to

Minimize C(γ) = γ
†
Qγ s.t γ

†
γ = 1 (13)

whereQ = (W−1)N†LM̃L†N(W†)−1. The minimum value for
the above problem is equal to the smallest eigenvalue ofQ and if
the eigenvalues are distinct then the minimizer corresponds to the
eigenvector associated with the smallest eigenvalue.

4.2. CvPM: Covariance-based Phase Noise Minimization

If we had prior knowledge on the type of phase noise process then
we can model our constraints based on the covariance matrix of the
phase noise process. The motivation is as follows: For any random
vector, the eigenvectors of its covariance matrix determine the space

in which the vector will always be drawn from [18, Appendix C].
With this fact in mind, the optimization problem is framed as

Minimize C(δ̂) = δ̂
†
M̃δ̂, δ̂

†
δ̂ = 1, δ̂ ∈ span(U) (14)

whereN ×N unitary matrixU contains the eigenvectors ofL†CL

with C denoting the covariance matrix ofδ. Closed-form expres-
sions forC of a Wiener phase noise process as well as a PLL-type
phase noise process can be found in [15]. Making a variable change
by writing δ̂ = Uα and noting thatU†U = IN , we have

Minimize C(α) = α
†(U†

M̃U)α, s.t α
†
α = 1 (15)

The minimizer is equal to the eigenvector associated with the small-
est eigenvalue of(U†M̃U).

4.3. CoPM: Correlation-based Phase Noise Minimization [13]

We now briefly summarize the optimization problem considered in
[13] for the purpose of comparison. Specifically, the optimization
problem is as follows:

Minimize C(δ̂) = δ̂
†
M̃δ̂ s.t δ̂

†
e = 1, (16)

wheree = [1 0, . . . 0]T is aN × 1 column vector. The constraint in
(16) can be interpreted as follows: We would like our minimizer to
have maximum correlation with the vectore. In the absence of phase
noise, the actual phase noise spectral vectorδ = Le. For very small
phase noise levels, we can expectδ to be very close toLe and, thus,
the constraint in (16) is applicable in this case. However, as phase
noise levels get larger, the correlation betweenδ andLe gets weaker
and thereby, using the constraint in (16) will yield poor phase noise
estimates. The minimizer to (16) can be easily derived and isgiven
by δ̂ = M̃

−1
e

e†M̃−1e
.

5. NUMERICAL RESULTS

We now demonstrate simulation results incorporating the proposed
phase noise estimation schemes. The performance of the schemes
are evaluated by the mean-square error (MSE) metric. We compute
the error between our estimateδ̂ and the true value given byδ. The
channel estimate is given by (4) which depends onδ̂ through the
matrix V̂. Thus, we see that the error in our channel estimate is in
direct correspondence with the phase noise estimation error. The er-
rors are evaluated for different realizations of the OFDM preamble
symbol after which they are averaged to obtain the MSE. The sys-
tem parameters used in our simulations are as follows: The number
of subcarriersNc = 512, subcarrier spacingfsub = 15 kHz and
bandwidth is equal to7.7 MHz. For phase noise estimation, we es-
timate a total ofN = 7 components ofδ while the rest are set to
a value of zero. The symbol constellation is16-QAM. The channel
is Rayleigh fading with exponential power delay profile and number
of taps (L) set to four i.e.,L = 4. The coherence bandwidth is set
to 800 kHz. Phase noise process used for the simulations is of the
Wiener type. We denote byβ as the3-dB bandwidth of the oscil-
lator power spectral density (PSD). A large3-dB bandwidth implies
higher phase noise levels and vice-versa. With respect to OFDM,
the ratioρ = β

fsub
determines the ICI power level and can be inter-

preted as the normalized phase noise3-dB bandwidth. A large3-dB
bandwidth oscillator PSD can be compensated by having a large sub-
carrier spacing.
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Fig. 1. Phase noise and channel MSE as a function of the signal-
to-noise ratio. The phase noise MSE curves are shown by the solid
lines while the dashed lines are the channel MSE curves. The value
of ρ = 0.02.

In Fig. 1, we plot the phase noise and channel MSE as a func-
tion of the SNR. The phase noise estimation methods shown in the
figure are the proposed NsPM and CvPM minimization schemes of
Section 4 and we compare them with the CoPM of [13]. We see that
the NsPM and CvPM schemes provide superior MSE performance
compared to the CoPM scheme. As expected, the CvPM scheme
performs the best since it exploits statistical information about the
phase noise process. However, the method works well only when a
priori information about the type of phase noise process is available.
In that respect, the NsPM does not require any knowledge of the
type of phase noise process and only exploits information onwhich
subspace the actual phase noise spectral vector lies. Theoretically at
infinite SNR, from Proposition 1, this space corresponds to the null
subspace of the matrixM. Thus, at low SNR, we can expect Propo-
sition 1 to not hold which can be indirectly inferred from thefigure
at low SNR points where the MSE of NsPM is higher compared to
CvPM. At high SNRs, we see their performance is similar thereby
verifying the fact that Proposition 1 holds well at these SNRvalues.

A drawback with the CoPM scheme of [13] is that the estimate
is required to have maximum correlation with the unit-vector e =
[1 0, . . . 0]T. This holds well when the phase noise level is low or,
in the context of OFDM, whenρ is low. For large values ofρ, we
can expectδ to deviate well away from the unit-vector and, thus, the
constraint in CoPM is not in line with the actual phase noise spectral
realization. In Fig. 2, we investigate this behavior where phase noise
and channel MSE are plotted as a function of the normalized3-dB
bandwidth. The figure clearly shows high MSE values for CoPM at
high values ofρ while the performance of all schemes are similar for
values ofρ close to zero.

6. CONCLUSION

In this paper, we provide two improved phase noise estimators that
exploit information about the subspace in which the phase noise
spectral vector lies. The first approach obtains this subspace infor-
mation by construction of a suitable positive-definite Hermitian ma-
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Fig. 2. Phase noise and channel MSE as a function of the ratio
ρ = β

fsub
. The phase noise MSE curves are shown by the solid

lines while the dashed lines are the channel MSE curves. The SNR
is set to30 dB.

trix while the second one utilizes information from the covariance
matrix. The phase noise estimation problem is posed as an opti-
mization problem where a homogeneous quadratic cost function is
minimized. We show that, at infinite signal-to-noise ratio,the de-
sired phase noise spectral vector lies in the null space of the matrix
associated with the cost function. We exploit this information by
imposing linear constraints when minimizing the cost function. The
linear constraints correspond to this phase noise spectralsubspace.
The second approach exploits the subspace information available in
the covariance matrix of the phase noise process. The proposed sub-
space based methods provide phase noise and channel estimates that
result in lower mean-square error levels.
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