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! Abstract—This paper considers a multicarrier communication system '
assisted by multiple relays, one for each subcarrier. The tal power
emitted by the source and the total power emitted by the relay are hy v X
constrained to be less than the respective power budgets. hrelays are — Relay
assumed to operate in the full-duplex decode-and-forward mwde, and Va
the objective is to design the codebooks of the source and thelays
jointly with the power allocations that maximize the total data rate that
can be reliably decoded at the destination. To approach thigoal, the )
design problem is cast as an optimization problem, which is nfortunately . 0 Y :
nonconvex and difficult to solve. The Karush-Kuhn-Tucker (KKT) system Transmitier X1 + Receiver
corresponding to this problem is analyzed, and despite the anconvexity
of the problem, we were able to use the KKT system to develop an Fig. 1. Gaussian relay channel.
efficient technique for solving it optimally.

Index Terms—decode-and-forward full-duplex relaying, optimization,
KKT system, codebook correlation

of that codeword. To establish cooperation, the relay transmits the
codeword corresponding to the bin index to the destination, which
o o combines this information with the information it obtained from
Communication-assisting nodes, known as relays, can effecy@ girect link to recover the source message. For scalar Gaussian
fundamental impact on the maximum data rate that can be reliatpg{ay channels, the DF optimal source and relay codebooks are
communicated between a transmitter-receiver pair. Relay operati§gyssian distributed with a particular correlation coefficient [5], [6],
modes are generally classified into either full-duplex or half-dupl§¥nich must be optimized to maximize the rate that can be reliably
ones. In the full-duplex mode, the relay transmits and receivg@§mmunicated with the DF scheme.
information on the same physical channel, i.e., the same time slot angl, this paper we consider a multicarrier communication system
the same frequency. In contrast, in the half-duplex mode, transmissigfisted by multiple relays, one for each subcarrier. The total power
and reception takes places on orthogonal physical channels [1}. Halfitted by the source and the total power emitted by the relays
duplex relays are more amenable to practical implementation, bt constrained to be less than the respective power budgets. The
the rates that they achieve are generally less than those achiepg;gys are assumed to operate in the full-duplex DF mode, and the
by their full-duplex counterparts. Advances in combining sign@ypjective is to determine the optimal power allocation across the
processing and beamforming techniques have been recently showgfgcarriers at the source and the relays together with the optimal
successfully alleviate the difficulties that arise in the implementatiqy relation coefficient between the source and relay codebooks on
of full-duplex relaying, and it is expected that with these advancesach subcarrier. To approach our goal, we begin in this paper by
future wireless communication networks will rely more heavily ORirawing insight from the DF relaying strategy in the single carrier
full-duplex rather than half-duplex relays [2]. _ case. Using this insight, we formulate the multicarrier design as an
The data rate that can be reliably communicated in the preseRggimization problem, which is unfortunately nonconvex and difficult
of a relaying node depends not only on the channel conditiong, solve. The Karush-Kuhn-Tucker (KKT) system corresponding
but also on the way in which the cooperation between the SOUrgg. this problem is analyzed, and despite the nonconvexity of the
destination and relaying nodes is established. Various schemes F¥blem, we were able to use the KKT system to develop an efficient
available in the literature including the amplify-and-forward (AF) [3]technique for solving it optimally. Numerical results that illustrate the
the compress-and-forward (CF), and the decode-and-forw2FJ ( ygjlity of the proposed technique are provided.
relaying schemes [4]. The DF relaying scheme is known to achieve
the capacity of a particular class of channels, that are referred to |l. DF RELAYING IN SINGLE-CARRIER COMMUNICATION
as being degraded [4], and generally outperforms the AF and CF SYSTEMS
relaying schemes when the source-relay link is substantially strongeConsider the single carrier three-node Gaussian relay channel
than the source-destination link [1]. An extreme case is the oneribdel in Figure 1. In this model the relay and destination received
which the source-destination link is severed, a situation in which tagynals can be respectively expressed as
three-node cooperative channel reduces to a multihop one. In the
latter case DF achieves capacity. Yi=Xihi+Vi, and Y = Xiho + Xoho 4 V3,
In DF, the relay decodes the codeword transmitted by the SoutgRere 4, are the complex gains of the links depicted in Figure 1,
and uses Wyner-Ziv binning [1] to determine the, so called, bin indgx_— ( 1 2 x, and X, are the source and the relay transmitted
1This work is supported in part by the Natural Sciences andrieging signgls respect.ively, z.inul andV; are the zero-mean unit varia.nce.
Research Council (NSERC) of Canada, in part by Huawei CaGadaltd., additive Gaussian noise components at the relay and the destination,

and in part by the Ontario Ministry of Economic Development tmmbvations  '€spectively. The signalX», depends on the signaki, received
ORF-RE (Ontario Research Fund-Research Excellence) gmogr by the relay in previous blocks, but not in the current one. It was
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shown in [5], [6] that the maximum data rate that can be reliablyansmission, and it is more beneficial for the relay to be switched
communicated by the DF scheme is achieved whgnand X, are off. The achievable rate in that case%éog(l + goPr).

Gaussian distributed with correlation coefficiéhe [0, 1], where Il. DE RELAYING IN MULTICARRIER COMMUNICATION SYSTEMS

0 — E?{X, X} We now use the observations developed in Section Il for the case
E{XT}E{X3} of single carrier systems to analyze their multicarrier counterpart.
) ) o Consider a communication system operating oerorthogonal
In other words, X, is related t0X> via X1 = \/Pj;X2 + X0, carriers. The source and the relay are assumed to have total power
where P, and P, are the transmit powers of the source and the relag,;udgetS ofPr and Pg, respectively. The relay uses the DF scheme
respectively, and(, is a Gaussian independent component with zetgh individual subcarriers, that is, on each subcarrier uses a particu
mean and variancel — 0)P;. correlation coefficient between the source and relay transmitted
For ease of exposition, let the absolute square channel gainssgfnal. However, the powers allocated to individual subcarriers are
the source-destination, source-relay and relay-destination links é‘lﬁjpled by the overall power constraint at both the source and the
denoted bygo = [ho|?, g1 = |h1|” and g2 = [ho|?, respectively. relay. To characterize the maximum rate that can be achieved by
Using this notation, the maximum rate that can be achieved by thgs scheme, we denote the powers allocated by the source and the

DF relaying scheme is given by [1], [7]: relay to subcarrieri by Pi; and Pa;, i = 1,..., N, respectively.
1 The correlation coefficient for each subcarrierand the values
Jmax min{ilog(l + goP1 + g2 P2 + 2v/0goga P P2), corresponding to those defined in the single carrier case will be

1 denoted bw:, ai, biy gois 91i andggi, i=1,...,N.

3 log(1+ (1—0)g1P1)}. (1) Our goal now is to determine the power allocatiofi;; } Y, and
. . _ _ _ P»; } 1, and the correlation coefficien{®; }, that maximize the

Our goal in this section is to establish relationships between téﬁm of the rates that can be reliably communicated by the DF relaying

optimal correlation coefficient), and the transmit powers’ and  gopeme Towards that end, we will find it convenient to define-

P,. To begin with, we note that the first term in the minimizationy _ 0;,i=1,...,N to analyze the following optimization problem.

in (1) is monotonically increasing id, and its minimum value is ' T

log(1+goPi+g2P-). In contrast, the second term in the minimization ~

in (1) is monotonically decreasing th and its minimum value i§. max 1 Zlog(l + g Pry) (5a)

Hence, it can be readily seen that taslecreases from 1, the curve {r;}¥ | (P2}, {a;}Y, 2 '

representing the second term is lower than that representing the first N

term. The two curves approach each other and the optimal val@ie of subject to Z P; < Pr, (5b)

is either the one at which the curves representing the two arguments i=1

intersect, ord = 0, if these two curves do not intersect. To develop N

insight into the implications of each case, let us assume that these ZPZi < Pk, (5¢)

curves intersect &™. In this case, we have i=1

=1

a; <1, i=1,...,N, (5d)
lOg(l +goP1+g2P>+2 G*goggPng) = log(l + (1 — 9*)91P1). P
2) @Z\/M(\/aiai—\/l—ai%
To simplify notation, we will make the following definitions: £ 92i
4 — 1 andb = 272 Using this notation, the solution of (2) can be i=1,...,N. (5e)
readily verified to be Before analyzing this problem, we make the following observations.
\/mf NG First, the objective in (5a) is not concave and the constraints in (5e)
Vo = Y . (3)  are non-convex and subsequently the problem in (5) is non-convex
) ) and generally difficult to solve. Second, the objective in (5a) is
Solving (3) forb yields monotonically increasing inv;, 7 = 1,..., N. Hence, including a
Vb = /a(l — 6%) — Vb, 4 nonnegativity constraint ofa;}i-, is not necessary. Finally, we

have used the observation pointed out in Section Il tRatis

We now make a few observations regarding the equalities in (Bonotonically increasing inx to replace the equality in (4) with
and (4), which will later prove useful in studying the multicarriethe respective inequality in (5e). Hence, for subcarriers for which
case. First, we note that, with the source powRr, fixed, the relay this constraint is satisfied with equality the two arguments of the
transmit power/%, is monotonically decreasing with'. Second, we minimization in (1) are equal, and the optimal correlation coefficient
note from (3) that, for¥™ to be nonnegative, we must habe< a, s given by (3). For subcarriers for which (5e) is satisfied with strict
which further implies that when the relay power is such that thigequality, the optimal correlation coefficient(s Hence, it can seen
inequality is violated, the curves representing the arguments of gt the formulation in (5) automatically captures the two possible
minimization in (1) do not intersect an@® = 0. Third, we note types of subcarriers, those for which the curves representing the
from (4) that, for/b to be nonnegative, we must ha#é < —%-.  arguments of the minimization in (1) intersect and those for which
Fourth, we note that whefi* € [0, .47], the rate achieved by the DF the curve representing the second argument is strictly less than that
scheme can be expressedias- £ log(1+(1—6*)g1 P1). Finally, we  representing the first one.
note that ifa is less than 0, i.e., i1 < go, the curves representing To analyze the problem in (5), we begin by writing the Lagrangian
the two arguments of the minimization in (1) do not intersect. In factunction
this situation corresponds to the case in which the received signal of L N
the relay is weaker than that of the destination. In that case, the rate, _ _ 1 D L
yielded by DF relaying is strictly less than that yielded by direct *= 2 Zlog(l T aigiiPu) + 0 (Z Pri = Pr)

i=1 i=1
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N N
+ )\Q(Z P — PR) + Z/\Si(ai —1)
i=1 i=1

N
+Zl)\4i( %ﬁ(\/aiai —\/1—041‘) - @>7 (6)

B. Subcarriers for which a; > 0

Referring to the case of a single carrier in Section I, it can be
readily verified that for subcarriers with; > 0, DF relaying is
always beneficial and for each of those subcarriers the corrdsmpn

correlation coefficient; ¢ [0, 14— |. The class of subcarriers for

where\; and A\, are the Lagrange multipliers corresponding to th@hicha; > 0 can be further divided into two subclasses, one in which

constraints in (5b) and (5c), respectively, akgh and \4; are the
Lagrange multipliers corresponding to tligh constraints in (5d)

the optimal correlation coefficierd; = 0 and one in which this
coefficient isf; > 0. These subclasses will be addressed separately.

and (5e), respectively. Now, the KKT system that corresponds to thel) Subcarriers for which a; > 0 and 87 = 0: LetZ; be the set of

formulation in (5) can be expressed as follows:
N N

> Pi<Pr,Y Py<Pp ai<li=1,...

i=1 i=1

VP> %\/Pfi(«/aiai*—w/l—a;‘%izl,...,N, )

N, )

oL oL oL

= = = i=1,...,N
8P1»L' aph 8067; 077 7 ) 3 4V, (9)
A1, A2, A3, 0 >0, i=1,... (10)

subcarriers for whictu; > 0 and the optimal correlation coefficients
ared; = 0. For those subcarriersy; = 1 and the condition in (8)
implies thatPs; > %Pﬁ Since Py; is finite, it follows from
the condition in (16) thads; = 0. Invoking these observations in the
conditions in (15) and (14), respectively, yields = 0 and

1 1
2\ gu’
Comparing (18) with (17), it can be seen that, in b@thand 71,
the optimal power allocation is a water-filling one. However, for the

P = max{ ol, Vvied. (18)

) N7
N N . . . . .
. . carriers inZ, the relay is off and water-filling is performed on the
A (Z Py — PT) =0, AQ(Z Py — PR) =0, (1) source-destination links, whereas for the carrier®iinthe relay is on
N =1 =1 and water-filling is performed on the source-relay links. The sum rate
Z Asi(al —1) =0, (12) achie_ved on the garriers By is given byziell max{log S ,O}.
=1 It is worth noting that although this case has been addressed
N , separately, the continuity of the constraints implies that it can be
Z)““( g—of\/Pﬁ.(\/aia;‘ — /1= a;‘) — \/P;i) =0. (13) regarded as a limiting case for the one in which the optifijals
i=1 g2 strictly greater than 0, which will be addressed next.
The conditions in (9) yield C. Subcarriers for which a; > 0 and 0; > 0
0= % Y Let 7, be the set of subcarriers for whigh > 0 and the optimal
(1+afguPy) correlation coefficients satisfy < 67 < %, i.e, o] € [ 47, 1).
4 e [g0i (v aiof — /1 =af io1 N, (14) Since for the subcarriers iffs, of < 1, it follows from the
2V g2 VP ' ey condition in (12) that, for those subcarrierss; = 0. Using this
Aai and assuming thaP;; > 0 in the condition in (16), yields
0:)\272 = i=1,...,N, (15)
*1' ; /7P*.
_pl*,gf. i [goi @ >\4i:91i1/52 a > )( Mav T ), Vi € I.
0= c— o~ +di+ o VP = 0 (L + g i) ([ or + :
2(1 + ajguiPyy) ’ 2\ g2 17’( af ! i 1—aj (19)
+ %)7 i=1,...,N. (16) Substituting forA4; from (19) into the conditions in (14) and (15)
VIi-o yields, respectively

Notice that, since the optimization problem in (5) is non-convex, the

grin/ o

KKT conditions are not sufficient, but only necessary for optimality. A1 = — ., VieT. (20)
However, by examining these conditions we will be able to develop 2(1 + gria Py ( vei +vail o )
an efficient method for solving (5). N [92i Py, g1i VicT
Before examining the KKT conditions, we will distinguish between 2 — go: \| Ps; 201 + gl-a.*P*.)( a4 1 ) ! 2
two classes of subcarriers: 1) subcarriers for whigh< 0; and 2) B o7 1—af
subcarriers for whicla; > 0. We will consider these cases separately. (21)
A. Subcarriers for which a; < 0 From (20) and (21) we have
Let Z, be the set of subcarriers for whiahy < 0, i.e., those A2 [g2:iPu N .
subcarriers for whichgo; > gi1;. In this case, the signal-to-noise Y goini(l ajf), Vi€ . (22)

ratio (SNR) of the signal observed by the relay is less than th,%w, since from (19)\s > 0, it follows from (13) that (8) is

observed by the destination, and the DF strategy cannot assigfisfied with equality. Using this observation in (22) yields
communication. In this case, it can be readily verified that it is better

for the relay to be switched off, that is, it is better to $gf = 0 for a; 1 (1 4 o2 ) VieT 23)
1 € Zo. Hence, for subcarriers ifly, the optimal power allocation is 1—af  Ja goZ-H  VEES2
the water-filling one [8]. Using\, to denote the optimal water level,
we have wherep = i—; is a subcarrier-independent constant.
P =max{)\0 _ i70}, Vi e o, (17y  Remark L'If of = 1 for some subcarriei € {1,...,N}, it
goi follows from (19) that\s; = 0 and from (15) that\, = 0 for all
In the forthcoming discussion, we will focus on the caserpf> 0.  subcarriers. Hence, for any other subcarife {1,..., N}, Ay =
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0 and (19) implies that eithew;, = 1 or P, = 0, i.e., the source
and relay codebooks on any used subcarrier are not correlated. 2

W 'nversegiia;
[J Source Powel

o

IV. AN EFFICIENT ALGORITHM FOR OBTAINING OPTIMAL - é“
CORRELATION AND POWER ALLOCATION I <=§3

$ =

To develop an algorithm for obtaining the optimgd; }, {P5;} " g5
o

and{Ps;}, we begin by assuming that the optimal= 3 2L is given.

Such au exists only if0; > 0 (i.e.,a; < 1) forall i € {1 ,N},

cf. Remark 1. The optimgk can be determined either by exhaustive o D ociorfgey  © R Dot g ©
search or by the method developed below. For now, we assume that ) )

the optimaly, and the set of subcarriers for which the optimal source @as, i=1,...,64 (b) Power allocation Fr = 10 dB)

1

transmit power is greater than zero are given. We will denote tl M~ Ee=o0ae
) . W Inversegi;a; P F”iif} gg
latter set byZ, C Z», and proceed as follows: = [ Source Powe 3 o elay Of
. . 80|
« For a givenu, (23) yields i g
o QD 60
(1 + 92i ,LL)2 ? g 50|
9oi o
P SR LA (24) % £
ai+ (1+ 2:0) & ?
Jor 10
which for a; > 0, implies thata; € [ﬁ,l] is monotonically O e e © s gy B ®
inC_reasing ings. (c) Power allocation P = 20 dB) (d) Sum rate for various’r and P
Using (20), the power allocated by the source to thth Fig. 2. Optimal rates, correlation, and power allocation

subcarrier can be expressed as

1 1

+
NN =) - glm] ) The optimal{6;}, {P},} and {F3,} can be readily determined,
by examining the values qf that solve (28), and following the

Pli:|:

This equation implies that for the source power on kb preceding steps starting forf,. = {1,..., N}, and discarding
subcarrier to be greater than zero, we must ha)ke(ai + the subcarriers for which (25) yields;; = 0.
Vaia(1— al)) < g1ic; for everyi € 7.
SinceA; > 0, the KKT condmons imply thaE , Pri = Pr. V. NUMERICAL EXAMPLE
Using this in (25) yields\; = Zien o ae ey :
2 Pr+Sier, gra; For ease of exposition, we will restrict attention to the case in

Using (22), we can write which a; > 0,4 = 1,..., N. We consider a random instance with

2 G2i N = 64 subcarriers and we use the algorithm outlined in Section IV

NoPai = At goi Pl - i) (26) 1o obtain the optimal values ofa;}o%,, {P1;}52, and {P;}%2,.

. The values of{a;} in the considered instance are sorted according
SinceAs > 0, the KKT conditions imply thab_;c;, Fai = Pr, to the values E)f{} 64, and plotted in Flgure 2(a). The source
whence i 61

powers{Py;}3, and the sorted values e{f ~a; }i=1 are depicted
A1 \/Z,,-61+ 22 Pri(1 = o) in Figures 2(b) and 2(c) foPr = 10 and Pr equals 10 and 20 dB,
A2 = P ; VieZi. (27) respectively. From these figures, it can be seen that, as expeated fro
) ) o " ) the analysis, increasing’r results in making the values dfa;}
Using this equality in (26) yields approachl, and for the optimal power allocation to be the water-
PRPhgjf (1—oi) filling one on {g1:}. (The darker bars in Figure 2(c) represent the
Py = SN mip (1= a_)w SHAN inverse of{gi;}.) In Figure 2(d) we plot the sum rate achieved by
=1 go; * 1 ’ DF relaying over all the subcarriers for various valuesPefand Pg

To determine the optimal: we note thatu = 3% must be when{a;}?2, and{_-}{%, as in Figures 2(a) and 2(c), respectively.
nonnegatlve and must satisfy (27) whBf is given by (25) and For comparison, we “also show the sum rate achieved by standard
a} is given by (24). In other words, combining (27) with (25)water- filling when the relay is off. This figure shows the substantial

and (24) yields that the optimal is a nonnegative root of rate gain that can be achieved by increasing the power budget of the
the polynomial resulting from simplifying the following not DF relay. For instance, for the scenario considered in this example,
particularly appealing equation: when the source and relay power budgets are 20 dB, the rate gain

) introduced by the relay is in excess of 15 bits-per-channel-use (bpcu)

1924 I
— 90i
PR_Za.+(1+M)2X

iery Y g0 VI. CONCLUSION

aj+(1+ﬂ )?

Pr+ Zjez+ W i+ (1 4 2ip)? In this paper we analyzed the preblem of joint optimizetion _of the

= _ ggoi ~ codebook design and power allocation for full-duplex multicarrier DF

1+ aj+(+g ] ok gi(1+ ﬁﬂy relaying. Despite the nonconvexity of this problem, we were able to
J;fj (1452 gz’ u)2+a](1+ u) use the KKT conditions to develop an efficient algorithm to solve it

(28)and generate valuable insight into its structure.
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