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ABSTRACT Despite all its salient features, the CS scheme is not de-
Flgned to guarantee fairness on a short-term basis. Itefsr
éonly guaranteed in the long run. In a temporally correlate

based on the Cumulative Density Function (CDF) of use ading environment, such as a wireless system where users

channels in correlated fading environments. The first rrdathoundergo correlated Rayleigh fading, the user selectioi dec
hsions are correlated in time, leading to long delays between

sofficcesses (access starvation) for users who are in a weak fade
of their channels. This issue is briefly addressed in thd-orig
nal work [6]. However, the authors examine only the case of

a single fixed delay deadline where all users have the same
access probability;, = 1/K and the user selections are in-
dependent. In our prior work [10], we address this delaygssu

We propose two novel methods of service delay control fo
multiuser wireless systems that employ a scheduling sche

second method relaxes the deadline enforcement |nto
deadlines in order to take better advantage of multluser dP
versity. Both methods offer excellent performance whilk st
preserving the temporal fair resource allocation propefty
the CDF scheduling policy.

Index Terms— CDF, deadline, scheduling, delay with multiple deadlines using the Markov Decision Process
(MDP) framework. This MDP approach, while effective in
1. INTRODUCTION delay reduction, relaxes the temporal fairness guararitee.

this article, we introduce two delay control methods devel-
Resource allocation has always played a critical role in anpped specifically for the CS scheme that not only provide a
multiuser ecosystem. This task becomes even more chaimilar level of delay control effectiveness as the MDP ap-
lenging in the next generation heterogeneous networks (Heproach but also guarantee the temporal fairness of usessacce
Nets). The introductions of different base station tiei§, d
ferent communication modes such as device-to-device or re- 2. CDF SCHEDULING BACKGROUND
lay communications among others lead to large diversiges b
tween the channels experienced by the users, making it very this section, we provide a brief summary of the CS pol-
difficult to satisfy fairness criteria while taking advagéaof icy and the original delay control approach to lay the greund
multiuser diversity gain. Many scheduling schemes hava beeyork for our proposed schemes. Consider a wireless system
developed to exploit multiuser diversity gain under some nowith K users sharing the same wireless channel. Time is di-
tion of fairness such as proportional fairness [1], [2],p@mal  vided into equal slots. Assume all the users experience in-
fairness [3], [4], [5], and so on. All these schemes, howeverdependent fading. The scheduling decision is made every
are channel distribution-dependent and thus their belgviotime slot. LetX,,k = 1...K, be the instantaneous SNR
become inconsistent across users in these new networks. dfiuserk. LetU, = Fx, (Xx) be the CDF-transformed ran-
this paper, we focus on the CDF-based scheduling (CS) poblom variable for usek, whereF, (z) is CDF of Xj. The
icy introduced in [6]. Beside the temporal fairness progert CS policy in [6] grants the channel to the user according to
the CS scheme also features another very unique notion @f _ argmax U(l/wk) wherek* is the index of the selected
fairness: the users are served when their channels ardrat the
own best, regardless of whether they are strong or weak.usetsser andzkzl wy, = 1. Each usetk is guaranteed an ac-
The user selections are independent of specific channgt distcess probability ofw;, in the long run. In order to address
butions making it particularly suited for HetNet envirormee  the access starvation issue, the authors in [6] consider-a si
where channel distributions vary widely among users [7]. Irgle inter-service delay deadling,,, and identical user access
addition, this scheme lends itself to simple practical impl time w;, = 1/K and propose the following modifications to
mentations [8] and much better analytical tractability$ps-  the original CS policy (a.k.a, starve-time-limited CS or-CS
tem performance analysis [9]. STL):
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2. Otherwise, follow the original CS policy. Proposition 1. The hard-deadline CS (CS-HD) policy is tem-
. . . . porally fair. That is, the average access probability focka
This approach has two interesting features: it can enforcgge . is preciselywy,.
the inter-service delay to be no more than,, and the long-
termed user access probability remains = 1/K. How-  Proof. For each scheduling frame, the average amount of re-
wi F

ever, it does not address the case where users have differenurce allocated to a non-expiring uges (F — E) x 2% =

service delay requirements, which is necessary for prdctic wy F' time slots. For an expiring user, this numbeflis- (£ —
systems. Nor does it have provisions for the case where thB) x “.£21] =, F time slots as well. As a result, the av-
access probability,’s are not identical. In addition, this ap- erage resource per time slot for all userajs O
proach does not consider "soft” deadlines where the users ca ) ) )
tolerate certain fluctuation around the deadlines. In subse FOr correlated environments, user selections are not in-

quent sections, we will introduce our CS-based policies thadePendent, which can cause some allocation errors due to
enable these new features. the correlation between the user inter-service delays laad t

channel metrics in each scheduling frame. However, these al
location errors vanish as the number of users grows infinitel
large as a direct result of theorem 1 below.

3. HARD DEADLINE FORMULATION

In order to impose deadlines, we divide time il@oheduling  Theorem 1. In a temporally correlated environment, when
Frameswhere frame length i’ times of the time slot length.  the number of users in the system grows infinitely large, the
The scheduling frames must be long enough so that on avegrobability distribution of user metrics are independefitie
age, each user is allocated at least one time slot per framgser's past unselected events. That is,

i.e. wyF > 1. Different deadlinesy ,,., can be assigned

to different users. The scheme also supports users having no lim Pr[Xy, < z|k;_, # k,i > 1] = Pr[X}, < z]
deadlines at all. The main idea is to enforce only expiring Koo

deadlines on each frame and select the remaining users-opp@toof. This result is very intuitive: when the number of users
tunistically according to the CS policy. The proposed polic is very large, the probability for usérnot being selected in

is described in table 1. any time slot approaches unity, which is independent of the
Table 1 Hard Deadline CS (CS-HD) Policy user metric. The proof is relegated to Appendix A. O
1. At the beginning of each frame, get the Sebf As a result of theorem 1, when the system grows larger,
users whose deadlines will be expiring within the  user distributions in each time slot become less depenaent o
frame. the user inter-service delays. Thus, the allocation eofifse
) ] ] CS-HD policy become negligible for large systems.
2. Mark off the slots where the deadlines will expire.
o ) Simulation 1. For performance evaluations, we simulated the
3. LetE = |£], the cardinality of sef. Modify the CS-HD policy in a Rayleigh fading environment with the pa-
scheduling weights according to the followings rameters listed in table 2. The Rayleigh channels follow the
- N wpF—1 model described in [11]. The different amounts of channel
(&) Forexpiring usersty = %5 temporal correlation are controlled via different useresfse
(b) For the rest of the usersiy, = £ _ _
Table 22 Simulation Parameters
4. Serve the expiring users at their corresponding ‘ Parameter \ Value \ \
marked slots. Number of users 10 K
5. For the remaining slots in the frame, select the Carrier frequency 1GHz | fe
user according the CS policy with thmodified Channel bandwidth | 15 KHz
weightsiiy,. Average channel SNR 30 p

In this simulation, the user speeds are selected to be in
This delay control method addresses the two deficienciethe linear set betweelh m/s and30 m/s. The resource allo-
of the CS-STL scheme: it allows both different deadlines anaation weights are set to be in the linear set betwkefand
non-identical access probabilities to be used. Similah& t 0.16. We simulate two different scenarios of delay deadlines.
settings of CS-STL, we first consider the case where user sé the first scenario, all users having the same deadlines of
lections are independent across time slots. In this cage, thix mq: = 100 time slots (labeled "CS-HD, Same”). In the
policy preserves the temporal fairness of the original CIS po second scenario, the user delay deadlines vary linearly be-
icy as stated by proposition 1 below. tween100 and500 time slots (labeled "CS-HD, Diff"). Fig-
ures la and 1b illustrate the performance-delay tradediffeof
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CDF of Selected SNR

e — violation probabilities due to channel temporal correlas

oaf A / T e 0 g T but achieve better system performance via multiuser diyers

osf| = ceroon” / gain. This motivates us to consider a new policy as a combi-

o £ nation of the purely random scheme and the CS policy. In this

02 D‘LZM K ” o | policy, we introduce a set ok virtual users whose metrics

=" . . %= SLE U | u0|5 1l are generated as i.i.d random values. These users form a set
e of secondary participants in the selection competitione Th

proposed scheme is described in table 3.

Table 3: Secondary Competition CDF Scheduling (CS-SC) Policy

Percentage

a) Performance Tradeoff b) Delay Control
Fig. 1. Performance/Delay Tradeoff - CS-HD

User Resource Allocations

02 1. For each usek, generatey, from a uniform dis-
tribution on[0, 1]. These represent virtual users.

Resource
o
i

i=1...K,wherey; €0,1].

0.05 H
0

Ideal cs CS-HD AMI

Fig. 2. Resource Allocation - CS-HD gives similar allocation as CS

3. Perform the selectioit = argmax v;
1<i<2K

2. Lety; = u/ ) andug; = p/ (177w for

4. Grant the channel to useérif i* = k or i* =

CS-HD policy. The CS-HD policy can limit the inter-service K+Fk
delays for all users to be exactly less than or equal to maxi-
mum allowable deadlines with a small performance loss. As The mixing parameter; controls tradeoff between the
seen in figure 1a, the performance loss is smaller in the seeeal and virtual users, which in turn controls the tradeeff b
ond scenario since the deadlines are less tight. Note that titween the user performance and deadline violation probabil
CS-HD performance is comparable to that of the AMDP pol-ity. Similar to the CS-HD policy, this policy also preserves
icy in [10] with much tighter delays. Figure 2 illustrateth the temporal fairness property as stated in proposition 2.
ability of the CS-HD policy to provide accurate resource al- . .
locations. The CS-HD policy can achieve similar allocagion Proposition 2. The Secondary Competition CS (CS-SC) pol-
as the original CS policy while the AMDP policy cannot asiCY IS temporally fair. That is, the average access probgpil
previously mentioned. for each uset is preciselywy,.

The hard deadlines lower multiuser diversity and thus repy,o¢ since all users (real and virtual) have i.i.d metrics,

duce the system performance. When the user can tolerajg., qing to the results in [6], the selection probabiliy i
some level of delay fluctuations (a.k.a soft deadlines)s it 'pk,~ = vy, for the real usek andpy,, = (1 — vg)wy

possible to gain bac.k some multiuser diversity and improvgothhe corresponding virtual uséf + k. The probability of a
the performance. This motivates the soft deadline schesae d'userk; being selected at any time slot is the sum of these two

cussed in the next section. probabilities:py, = pr., + pr.o = w. m

CDF of Selected SNR

4. SOFT DEADLINE FORMULATION :

In order to motivate our formulation, we first consider i go:
purely random selection scheme where the users are sele §..
in a uniformly random manner. The selection is done viaar .|}
ficially generated i.i.d random metrics instead of user adean
metrics. LetPr[ty > i mas) De the probability usek ex-
periences a delay; that violates the deadling, ,,.... (a.k.a a) Performance Tradeoff b) Delay Control

violation probability). Since the selection is based ordi.i Fig. 3: Performance/Delay Tradeoff with a Fixed CS-SC
random data, no temporal correlation exists. Consequently

it can be seen intuitively that this scheme achieves the lowSimulation 2. For performance evaluations, we simulate the
est delay deadline violation probabilities compared to anycS-SC policy with the same parameters used in simulation 1
scheme that relies on temporal correlated metrics for usdtable 2). For the ease of comparing between the proposed
selection. The drawback of this random scheme is the lack gfolicies, the users all have the same spegd= 2 m/s, re-
multiuser diversity exploitation, which significantly neces ~ source allocation weight;, = 0.1 and mixing factor;, = v.

the system performance. On the other hand, a channel-drivérigures 3a and 3b illustrate the performance-delay trddeof
scheme such as the CS policy can experience much largtsir the CS-SC policy. As expected, lower valuespfyield
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1000
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20 80 100 AMDP  v=01 =05 =09 cs
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better delay control but suffer higher performance loss. On 5. CONCLUSIONS

the other hand, higher values of reduce the performance

loss but the delay control is not as effective. Due to the usén this article, we propose two high-performance delay con-
of fixed values for the mixing factors, the virtual users aretrol schemes that can effectively reduce the inter-serdéee
present in all the resource competitions even when the uséys for the CDF-based scheduling policy. The first scheme,
delays are low. This causes unnecessary performance lo$ge CS-HD policy, enforces the hard deadlines for user delay
making delay reduction less effective. In order to improvewhile the second scheme, the CS-SC policy, relaxes the dead-
the effectiveness of the delay control, we propose thewgllo line enforcement and achieves better performance. Mathe-
ing scheme (shown in table 4) for dynamically changing thematical performance analyses and parameter selections for
values ofy; in the CS-SC policy: these schemes will be considered in our future work.

Table 4: Dynamic Parameters Adjustments for the CS-SC Policy

A. PROOF OF THEOREM 1
1. Sety; = 1 when the user delay < ¢; .

2. Sety; = 0 when the user delay > t; .. Assume the user selection followk* = argmax Uy, where

U, is some utility function ofX. For anyi zk 1, we have
Here the thresholds; ;;, are adjusted appropriately to Pr[Xp, < z; ki, # k]

achieve the desired violation probabilities or delay vacis. ~ Pr[Xk: < z|kj_; # k] = f;r[k:* 27

With this parameter adjusting scheme, the delay control is N =i

much more effective. This improvement can be seen in fig-F1 = Pr[Xe: < a;ki_; # k] =

ures 4a and 4b: the delays are at the same level as those- Pr[X},; < x;U;+—; > Uy 1—;, for somej # k|

in figure 3b (forr = 0.5 andv = 0.9) while the system o [

performance is much better than those in figure 3a. Also = / Pr[Xy: < a;Uj i > y,s0mej # k|Ug ;i = y]

the CS-SC policy can outperform the hard deadline CS-HD 0

policy (figure 4a). Figure 5 shows the performance-delay X fui.-i(y)dy

variance tradeoff. The performance gets better as morg dela () [~ .

variance is allowed. The CS policy has the highest variance. /0 PriXes < 2|Use—: = o]

, where

CDF of Selected SNR _ Delay vs t,, Pr[Xj,t—i > Y, for Somej 7é k’.]ka,f,71, (y)dy
= / Pr[Xg: < z|Uki—i =y
% 3 1500 0
£ % oo X (1 - Pr[Uj’t*i < y,Vj 7é k])ka,t—i (y)dya
* ‘ where (a) is from the rule of total probability, (b) from the
C® Checesw O * Cor e 40 L0t s product rule and the independence of user distributionso Al
a) Performance Tradeoff b) Delay Control

_ e Pr{Uje—i <y.¥j # k] = [] Fu,.. (%)
Fig. 4. Performance/Delay Tradeoff with Bimodal CS-SC

Jj#k
- Average SNR vs Delay Std Dev SinceFUj,t—i(y) S [0, 1), Vy € [O, OO), we have
P a
e Sl lim PI‘[Uj,t_,L' <y,Vj# k]
é I R4 K—oo
g 55 !,' K
IR = i F =0. 1
254 IO O Cs-HD| Kgnoo ,71_[. UJ’til (y) 0 ( )
5314 #* Cs-sC j=1,j#k
o cs o'}
. 20 40 60 80 Dei‘t:;u 120 140 .160 180 hHl Pl — / Pr[Xk,t < xIUk‘,t—i — y}ka,t—i (y)dy
Fig. 5: Performance vs Delay Variance, CS-SC Koo 0
It should be noted that the dynamic adjustments proposed= Pr[X}; < z]. 2

in table 4 can cause some resource allocation errors in-correa 4diti A * _ o _

lated fading environments. Similar to the case of the CS-HDAddItlonallcy’ Pr S Priki # =1 = Priki =4

policy, this effect is due to the correlation between theruse =1 — / Pr(U; - <y,Vj # k] fu, ,_,(y)dy.

inter-service delays and the channel metrics, which leads t 0

the correlation between the adjustmentvptind the channel Thus, lim P, =1 (from (1)). Finally, we get

metrics. In the same fashion, this effect and thus the alloca Koo

tion errors vanish as the number of users in the system grows;; | Pr[Xy: < zlk]_, # k] =
K—o0 ’ .

o lim i:P1r[X;€,t<ar:].
infinitely large due to the result of theorem 1.

K—o0 9
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