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ABSTRACT

This paper considers the energy-efficient precoding makeisign
for relay-aided multiuser downlink multiple-input singbeitput
wireless systems. The precoders of the base station (BS)hand
relay station (RS) are designed to maximize the transmitggne
efficiency, defined as the ratio between the system sum rdtéhan
total power consumption, under the quality-of-servicestaints of
the users and the transmit power constraints on the BS arldShe
In view of the fact that this precoder design problem is a noxmex
fractional programming, a successive Dinkelbach and coaye
proximation (SDCA) algorithm is proposed to handle thispem.
Simulation results are provided to demonstrate the effecéss of
the proposed SDCA algorithm, and significant EE improvenasnt
the number of antennas at the BS and the RS increases.

Index Terms— Convex optimization, energy efficiency, beam-
forming designs, relay-aided communications, fractiqualgram-
ming.

1. INTRODUCTION

The expeditious expansion of wireless networks has rebuttea
tremendous increase in energy consumption. Thus, the e
ergy efficiency (EE) in wireless communications has dravendas-
ing attention in both academia and industry recently [1].olgpvar-
ious definitions of EE, the most widely used is the ratio betwthe
achievable transmission rate and the total power consomptihich
is usually measured in bits/joule [2, 3]. The resource aliion for
EE optimization has been extensively studied under varscesar-
ios, e.g.,frequency-selective interference channeld8ht-to-point
parallel AWGN channel [4], point-to-point multiple-inpuotultiple-
output (MIMO) channel [5, 6], multiple access channel (MAT])

and a low complexity EE maximization method is proposed fak-m
tiuser uplink networks [14].

In this paper, we consider a relay-aided multiuser downdiye
tem consisting of one BS, one RS, aRdusers. Assuming amplify-
and-forward (AF) relay scheme, we design the precoding iosstr
of the BS and the RS to maximize the EE under the quality-of-
service (QoS) constraints of each individual user and thesmit
power constraints of the BS and the RS. The resulting endfgy e
ciency maximization (EEM) problem is a nonconvex fractiqma-
gramming [15], and is difficult to solve. A special case,,itbe
single-user case, of this EEM problem has been studied jrufidg
the Dinkelbach’s algorithm [15] and alternating optimieatmethod
[16]. This method, however, is not directly applicable te thul-
tiuser case due to the inter-user interference. We hengeopeo
a successive Dinkelbach and convex approximation (SDCg9-al
rithm to obtain an approximate solution for the multiusesecaWe
successively approximate the EEM problem by the Dinkellseagh+
proximation and a conservative approximation based omtgual-
ity of arithmetic and geometric means, leading to an apjpnation
problem that is convex in the the precoding matrices of theaB&
the RS, respectively. Then, we can apply the alternatinignigtion
method to handle the resulting problem. Finally, simulatiesults
are provided to demonstrate the efficacy of the SDCA algarith

2. SIGNAL MODEL AND PROBLEM STATEMENT

Consider a relay-aided downlink transmission system etingji of
one BS, one half-duplex AF RS, arid single-antenna users, where
the BS and the RS are equipped withs and M i antennas, respec-
tively. Assuming no direct path between the BS and the usees,
downlink transmission is divided into two phases. In the fitrase,

The aforementioned works focus on one-hop networks. Howthe BS transmitds data streams (one for each user) to the RS, and

ever, wireless relaying is indispensable for reliablegraission with
high throughput in the areas with severe shadowing effactg-o
mote from the base stations (BSs) [8]. The energy-efficramismis-
sion design for relay-aided networks is difficult since tignal-to-
interference-plus-noise ratio (SINR) of the users is italy a com-
plicated nonconvex function of the product of the transioisgre-
coders of the BS and the relay station (RS), making the treassom
design an involved nonconvex problem. Thus, there are ferksvo
addressing EE of relay-aided networks. In the literaturéagcEE-
optimal relay placement is investigated for one-dimensiaellular
network [9], energy-efficient noncooperative power constcategy
is developed for relay-aided single-input single-out@&ISO) inter-
ference channel [10], energy-efficient precoder desigeviséd for
relay-aided single-user MIMO downlink transmission [12, 13],

This work is supported by the National Science Council, R.Qunder
Grant NSC-102-2221-E-007-019-MY3.
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the transmitted signal can be expressed as

K
Tp = E bysk,
k=1

wheres;, € Cis the signal intended for usér andb;, € CM5 is the
corresponding beamformer. In the second phase, the RSfaspli
and forwards the received signal to tReusers by the AF precoding
matrixR € CMRMr | etH e CMR*ME denote the MIMO channel
between the BS and the RS, agide C= denote the multiple-input
single-output (MISO) channel between the RS andkttieuser for
k=1,..., K. Then, the received signal at theh user is given by

Yk = gi R(Hzp + 2R) + 21

= ngH (Zlebksk> + ngRzR + 21

wherezr ~ CN(0,0%Ia,,) andz, ~ CN(0,07) are the additive
Gaussian noises at the RS and itle user, respectively.
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Assume that the information signals are standard complesGa
sian distributed, i.e.s, ~ CA(0, 1), and that all the users decode
their received signals using a single-user detection sehefmen,
the instantaneously achievable data rate toitheuser is given by

Ri(B,R) = % log, (1 + SINR,) (bitslsec) (1)

whereWV is the transmission bandwidth (assumed to be 1 for simpl-

city), B £ [b1, ..., bx], andSINRy is given by

lgr RHb, |

SINRy, = ,
34k |8 RHY; > + 0% [lgf/ R + o}

@

where
EE(B,R|B" VY R" D)
K
23" Ry(B,R) —EE"V. Pr(B,R), )
k=1
in which
EE D 2 EgB™ Y RY). (10)

Solving problem (8) is difficult due to the coupling strucwf B
andR and the nonconcave SINR functio®dNR;, ..., SINRk.

3.2. SCA-based Algorithm to Problem(8)

where||-|| denotes the Euclidean norm. On the other hand, the transsince the variableB andR. are coupled in problem (8), we consider

mit powers of the BS and the RS can be respectively expressed a
1 H
—Tr(BB 3
25, BB, ®)

1

=%

whereTr(-) denotes the trace of a matrigz and(r are the power
amplifier efficiencies at BS and RS, respectively, and thefag/2

is due to the two-phase transmission. For simplicity, Weuass
(s = (r = 1. Other power consumptions, including circuit power,
signal processing power, cooling loss and so on, at BS and RISa
taken into account, and is modeled as [17]

Pe = aM + Pya,

Ps(B) =

Pr(B,R)= - (Tr(RHBB”H"R") + 67 Tr(RR")), (4)

®)

whereaM (a linear function of the number of active antendd$
stands for the dynamic power consumption, d@hg, stands for the
static power consumption of the baseband signal processing

The EE of this relay-aided downlink system is defined as the

ratio of the achievable sum rate to the total transmitted grow

Pr(B,R) = P3(B) + Pr(B,R) + Pc, i.e.,

_ Ti, Re(B.R) ©
PT(B7 R)

Our goal is to maximize the transmission EE under QoS cadnsira

on each user and power constraints on the BS and the RS, i.e.,

EE(B,R) (bits/joule)

1]131%%( EE(B,R) (7a)
s.t.SINRy > Vi, k=1,... K, (7b)
Pg(B) < P, Pr(B,R) < Pg, (7c)

where, is the QoS requirement for usér Pz and Py are the
power budgets of BS and RS, respectively. Problem (7) iscdiffi
to solve since it is a noncovex fractional optimization peoi.

3. SUCCESSIVE DINKELBACH AND CONVEX
APPROXIMATION (SDCA) ALGORITHM

3.1. Dinkelbach’s Algorithm

In view of the fractional objective function, we apply therRel-
bach’s algorithm, which has been extensively used to haindte
tional programming, to the EEM problem (7). Specificallyyegi
feasible precoding matriceB(* = and R("~! satisfying (7b),
(7c), we consider to solve the following optimization preioi:

max EE(B,R | B" Y R" V) (8a)
B,R

S.t.SINRy, > i, Yk, (8b)

P5(B) < Pp, Pr(B,R) < Pg, (8c)

3099

the alternating optimization method, i.e., alternatingbtimize one
variable with the other fixed. However, the subproblems fdimoiz-
ing B andR are still nonconvex due to the nonconcave SINR func-
tions, which appear in the objective function in (8a) andanstraint
(8b). To cope with this, let us defing, (B, R) as the interference
plus noise power (the denominatorSiNRy, given by (2)) at theth
user, i.e.,

pr(B,R) 2> |gi' RHb,[* + o%[lgi' R|® + o,

i#k

and equivalently reformulate constraint (8b) as [18, Amfveii]:

1

Re{gi'RHb} > 7/* - pe(B,R)/? k=1,... K, (12

where R¢-} denotes the real part of a complex number. Note that
the constraints in (12) are second-order cone constramB and

R, respectively. Next, we tackle the nonconcave objectivetion
based on the successive convex approximation (SCA) method.

For ease of exposition, let us introduce the slack variables
{t,.}X_, and equivalently reformulate problem (8) as

K
B, Z % logy(1+tx) — EE""V . Pr(B,R)  (13a)
(e, =t
s.t.SINRy > t5, VK, (13b)
Re{g//RHb;} > 7,/ - pr(B,R)"/?, vk,  (13c)
Pp(B) < Pp, Pr(B,R) < Pg. (13d)
Similar to (8b), the constraints in (13b) can be written as
Re{gt RHb;,} > t,/* - p(B,R)"/?, Vk. (14)

However, the constraints in (14) are still hard to handleesjrin

contrast toy, ¢y is a variable foik = 1,..., K. In view of this, we
consider the inequality of arithmetic and geometric medf [
¢ ta+ ¢b

> Vab, Va,b >0, ¢ > 0, (15)

2

where the equality holds whef = \/a/b. Therefore, by applying
(15) to (14), problem (13) can be conservatively approx@ddty

K

1 -
max > 5 logo(1+tk) — EE" Y. Pr(B,R) (16a)
(e, M=t
< on(B th
st.Re g/ RHb,} > i Pr( ’QR) T Okt e (16b)
Re{glRHb,} > 7% pu(B,R)"/?, vk, (160)
Pp(B) < Pg, Pr(B,R) < Pr, (16d)



whereg, > 0, k = 1,..., K, are parameters to be judiciously Algorithm 1 SDCA algorithm to problem (7)
assigned. Observing that the optinfal }7—, must satisfy the con-
straints in (16b) with equality, we further rewrite problgf6) as

K
1 ne
max ;lglogxun(B,R,m))fEE( YPr(B,R) (17a)

s.t. Rggt RHb;.} > 7,/% - pr(B,R)"/?, Vi,
Pp(B) < P, Pr(B,R) < P,

where we have replaced by

Ti(B, R, ¢) 2 [2Re{g{/RHb,} — ¢ 'px(B,R)] - ¢,

(17b)
(17¢)

. (18)

Note that problem (17) is convex if eithBr or R is fixed, and hence
can be handled by alternating optimization method. Moreave

cording to (13b) and (15), we have
Tk(B7R, ¢k:) S SINR)H V¢k > 0, k) = 1,. . .7K.

(19)

Since the optimal solution of (17) must satisfy fg¢ RHb,} =

g RHby|, k = 1,..., K, (19) holds with equality when

pk(BvR) A
=——"—=9,(B,R), k=1,... K.
¢k Re{ngRku} k( ; )7 3 )

(20)

Therefore, given the feasible poiB™ Y, R ~1)), of problem
(8), we choosep, = . (B™V R V) fork =1,...,K, such
that, by optimizing eitheB or R in (17), we can achieve a higher approach based on the idea of zero-forcing beamforming ¢bdin
objective value to problem (8) compared with that achievgd b feasible point.

(B R™ ) whichisEE(B™ D R"D | B"~D R~ A _
= 0. To see this, let/ (B, R, {¢x}/_,) denote the objective func- andhx = hy/||h.[|, whereh, is the kth column ofH, for & =

tion of problem (17). By (9) and (19), we have
EEB™, R | B D ROD)
> J(B("),R("_l),{@k(B("_l),R("_l))}kK:])
> JB" Y RV {o BV, RUIHL)
_ EE(B("_D,R(”_U | B(”_D,R("_l)) =0,

(21)

whereB(™ is obtained by optimizing problem (17) witR fixed to

RV andgy = &,(B™ Y, RMY) k=1,... K, e,

B =argmax J(B,R" ™V {@,(B" Y R")}1L,) (22a)

st RgR™ VHb,} > [yip(B, R V)2, VE,

Ps(B) < P, Pr(B,R"™V) < Pg.

Analogous to (21) and (22), updatify by
R™=arg max J(B(")7 R, {CD;C(B("), R("_D)}kK:l)
s.t. R{gRHb{" } > [y:p(B™, R)]?, Vk,
Pr(B™ R) < Pg,

we have

EE(B™,R™ | B™ R"Y)

> EEB™, R | B™, R V) = 0.
From (21), (24) and (9), one can further prove that

EEB™,R™) > EE(B" Y R"Y).

(22b)
(22c)

(23a)

(23b)
(23c)

(24)
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1: Input (B@, R(?) satisfying (7b) and (7c); set solution accu-
racye > 0;
Setn := 0;
. repeat
n=n-+1,
ObtainB(™ by (22);
ObtainR™ by (23);
until

NoarwN

EE(™ — EE(™~V
EE(nfl) —
8: Output (B, R(™) as an approximate solution to (7).

€

Hence, alternatively solving problem (22) and problem @3)ieves

a nondecreasing sequence of energy efficiency va{u:'ﬂ's(,m o,
which eventually converges since the achievable energyesftly is
upper bounded. Therefore, we come up with the SDCA algorithm
constituted by the above successive optimization proesdiar han-

dle problem (7) as summarized in Algorithm 1.

3.3. Initialization of the SDCA Algorithm

The SDCA algorithm needs to be initialized by a feasible poin
problem (7). However, finding a feasible point of the non@nv
constraint set, (7b) and (7c), is difficult. Next, we pressheuristic

Assume thatMp > K and Mr > K. Letg, = gi/|gxl|

1,..., K, and define

G*k‘ £ [glw"ﬂgk*l?gki»lv“‘7gK]7 k= 17"‘7K7
H 2 hy,... hy oy, hey,.. byl k=1,... K.
Under the assumption thdffz > K andMpr > K, we can elimi-

nate the inter-user interference by makiR§” andB(® in the fol-
lowing structure:

BO — |: Diag(\/pBl’ ceey \/pBK) (25a)

O —K)x K
K ~
RO =" /pregi (bi)", (25b)
k=1

whereg;- andhj- are the unit-norm zero-forcing vectors obtained
through complement orthogonal projection associated @ith and
H_,, respectively, i.e.,

PRy (Inrg — (:;—k(c}flkc}—k)fl(?ﬂ)ék 7
[(Irrg — Gk (GEG) L GH gl

i o B
(Trip — Hop(HY, Hop) = HY, by ||

By (25), we have

g ROHBO P {PRkij g2y 12, if 5=,
J

0, if j#£k.
With the precoder structures given in (25), we aim to alledhie
transmission powersgy, pri, k = 1,..., K, such thaB(® and
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Fig. 1. Performance of energy efficiency versus iteration number

of the SDCA algorithm and the PM algorithm féf = 2,4,6 and
Mp = Mpr = 6.

R satisfy constraints (7b) and (7c). This can be formulateities
following optimization problem

K
min PR(B(O),R(O)):Zka(kaHth-‘rU'JZ%) (26a)
PREPRER k=
2
tkaka !ng ||hk|| > i, Vi, (26b)
UR”ng PRk + 0}
(26¢)

Zka < Pg.
h—=1

By the change of variable$rr = In(prr) andppr = In(psk),
k = 1,..., K, problem (26) can be converted into the following
convex optimization problem:

K

_ min Z(l|hk”26ﬁRk+f’Bk +0'?365R’“) (27a)
PBLPREER
k=1,...,K k=1
’Yko% e PBE '7’“01% e PRETDBE < 1 Vk
b2 g 1[I h 2 -
(27b)
K -
> ePrr < Pp. (27¢)
k=1

Consequently, if the optimal value of problem (27) is lesantlor

equal toPr, then the associated precoder given by (25) is a feasiblelgorithm versus the number of antennagg

point of problem (7).

Note that, since the associated feasibility problem of |enob
(7) is itself a nonconvex problem, there is no efficient mdttweffi-
ciently determine the feasibility or obtain a feasible paifproblem
(7). Nevertheless, the above zero-forcing beamformingmsehsuc-
cessfully yields feasible points for more than 95% of thedanly
generated channel realizations in our simulations.

4. SIMULATION RESULTS AND CONCLUSIONS

This section shows some simulation results to demonstnateffi-
cacy of the proposed SDCA algorithm. In the simulation, wettse
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Fig. 2. Performance of energy efﬁmency versuss = Mr &2 M
of the SDCA algorithm fork = 2, ..., 6, andM > K.

power budgets of the BS and the RSRg = Pr = 10 dB, the
SINR requirements for all the users gare= - - - = yx = 5 dB, and
the noise variances arg;, = o7 - = 0% = 0.01. The general
circuit power model is given byc = 0.005M + 0.005. All the
simulation results are obtained by averaging over 200 $ethan-
nel realizations, in which every componentldfandg;, ..., gk is
independently generated according to the standard conGpdes-
sian distribution. We set solution accuracy= 1072, To the best
of our knowledge, there is no existing state-of-the-arbatgm for
performance comparison. Thus we compare the performartte of
proposed algorithm with that of a heuristic algorithm mated by
[18]. In [18], the total powerPr(B,R) is minimized under the
users’ QoS constraints (7b). Adding the transmit power aimg
(7c¢) to this problem results in an optimization problem tisaton-
vex inB and inR, respectively. Therefore, the heuristic algorithm,
which is referred to as power minimization (PM) algorithnidve is
to solve this PM problem by alternating optimization andnigial-
ized by the scheme presented in Subsection 3.3.

Fig. 1 shows the EE performances of the SDCA algorithm and
the PM algorithm forMp = Mg = 6 and K = 2,4,6. Itis
observed that the SDCA algorithm outperforms the PM alponijt
moreover, the performance difference is significant wheis small
because, in this case, there are sufficient spatial degféeedom
to enhance the transmission rate without significantlyaasmg the
transmit power. On the other hand, both of the two algoriteors
verge quickly, indicating promising computational effidy.

Fig. 2 demonstrates the EE performance of the proposed SDCA
Mp £ M, at the
BS and the RS. Itis observed that the achieved EE increaieshei
number of antenna8/, demonstrating the efficiency of the SDCA
algorithm in exploiting the spatial degrees of freedom. Ideer, the
increment eventually saturates &5 increases. The reason is that
the increasing circuit power consumption (cf. (5)) woulahsmain
the effectiveness of activating more antennas.

In conclusion, we have presented an SDCA algorithm for the de
sign of the precoding matrices of the multiple-antenna BSR& by
maximizing the EE under each user’'s QoS constraint and dms-r
mit power constraints of the BS and the RS. Some simulatisnte
were provided to demonstrate its effectiveness and fasioimoe
convergence.
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