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ABSTRACT

We consider the distributed network routing problem in gdascale
hierarchical network whereby the nodes are partitioneal smbnet-
works, each managed by a network controller (NC), and theee i
central NC to coordinate the operation of the distributecsN@/e
propose a semi-asynchronous routing algorithm for suchwaanle,
whereby the computation is distributed across the NCs gpatalel
within each NC. A key feature of the algorithm is its abilityhan-
dle a certain degree of asynchronism: the distributed N@ea-
form their local computation asynchronously at differertiqessing
speed. The efficiency of the proposed algorithm is validdtealigh
numerical experiments.

fHuawei Canada Research Centre
Ottawa, ON K2K 3J1, Canada.
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Fig. 1. A wireline network consists of 5 subnetworks. Each of them
is controlled by a NC, and these NCs are coordinated glothsils
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1. INTRODUCTION

The explosive growth of data traffic has presented many ehgédls
to the provision of communication networks. For examplesider
a content provider managing a number of geographicallyiligt
ed data centers, each of which further consists of thousaindet-
worked computing/storage nodes. For such hierarchicavorks,
efficient distributed management of network resource fat tiene
content delivery is of critical importance [1]. In this papee con-
sider the distributed network routing problem in a largedmiehical
network.

cloud center. Further, there is a central NC globally cawating

the behavior of the distributed NCs, see Fig. 1 for illustrat Such
“hierarchical” network structure distributes the contaold commu-
nication to a number of NCs, resulting in faster network sion

with reduced communication overhead [1].

A major drawback of the existing distributed network prosis
ing algorithms is the synchronization required at the netvaper-
ator level. For example, the central NC, say BCcannot perform
any update until it receives the latest information fralfrother NCs,
see Fig. 2 (a). The efficiency of the entire TE thus depend$ain t
of the slowest NC. The extension for dual decomposition @gn
with the (partially) asynchronous rule described in [1uiees the

Traditionally, the network management problem has been fordesign objective to satisfy certain conditions, e.g.,rgjtp convex
mulated as the traffic engineering (TE) problem and has bgen e[12, 13]. Also, the asynchronous ADMM algorithm for netwans-

tensively studied [2]. One popular approach that allowsrithist-
ed implementation is the so-called dual decompositionrifgo
[1, 3]. However, this approach is not suitable for largelesceet-
works due to its slow convergence, especially when the dexigec-
tive function is not strongly convex [4]. Recently, a diffet design
framework based on the well-known Alternating Direction thed

of Multipliers (ADMM) [2, 5] has been proposed to solve the-ne
work TE problem [6, 7, 8]. Numerically, it has been shown et
ADMM based algorithms can achieve better performance than t
dual decomposition approach.

Most of the existing distributed network management atgori
hms consider each network node as a basic computing ageatileap
of coordinating with the other nodes. However, for largeameks,
such decomposition to the node level can lead to substaaiat
munication overhead. To limit the amount of control traffiontem-
porary networks such as the software defined network (SD¥)-ad
cate a hierarchical architecture [9, 10] whereby a numbaetfiork
controllers (NCs) are deployed in different geographicahtions,
each controlling a set of network nodes such as hard drivedsnwi

This work is supported by a research gift from Huawei Tecbgiels,
Inc.
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timization has recently been proposed [14], but no comnatiun
delay is considered. A key contribution of this paper is topmse
a semi-asynchronous distributed routing strategy thatcovees the
above difficulty. In the proposed scheme, the central NCoper$
the update periodically, each time based on the latestrrdtion
gathered from a NC; see Fig. 2 (b). The reason that the prdpose
scheme is called “semi-asynchronous” is that we still nbéedcen-
tral NC0 to use the most recent information from each local NC. No
outdated information from the distributed NCs is used atitN@s
such, our scheme should be distinguished from the so-ctitet!
asynchronous rule described in [11] which allows use of ateid
information.

2. SYSTEM MODEL
Consider a large-scale connected wireline netwafk= (V, £)
which is controlled byK + 1 NCs as illustrated in Fig. 1. Le?
denote the set of network nodes. It is partitioned iRtgubsets, i.e.,
Y =Uk Vi, VinVi =0,V i#j. The setof directed links that
connect nodes a7 is denoted ag€ = {I = (s;,d;) | V s1,d; € V}.
Herel = (s;,d;) denotes the directed link from node to node
d;. The NCi, i = 1 ~ K, controlsV* and the links connecting
these nodes, i.e’ = {I = (s;,d)) € L | ¥V s;,di € V'}. This
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Fig. 2. The illustration of different updating schemes for disitixd network
systems. Here we denote the local variables foriNC= 0 ~ 2, asx;.
network V¢ = (V*, £?) is called the subnetwork Also define
L9 2 {l = (s;,d)) € L |V s € V', d; € V'} as the set of links
connecting two neighboring subnetworkand .

We assume that there are a total\éfdata flows to be transport-
ed over the network. Each data flowis demanded by the destina-
tion noded,,, € V from the source node,, € V. We user,, > 0
to denote flown's rate, and usg; ., > 0 to denote its rate on link

d

m
m

Y
Fm

(V7 d €V

(b) Splitting the data flow rate.

(a) Splitting the link flow rate.

Fig. 3. The structure of the introduced local auxiliary variabl€ke variable
inside the dash circle indicates the original variable, tedsariables pointed
by dash line are the corresponding auxiliary variables.

Specifically, observe that each flow rate defined on the biogler
links, f1,m, 1 € L£Y; and¥ m, is shared among two flow conservation
constraints, one for node € V* and the other for nodé; € V7.
Each element of also appears in one capacity constraint. To make
the subproblems separable among NCs, we introduce theviotjo
variable splitting (see Fig. 3 for illustration)

e The flow ratef; on each bordering link is split intfour copies,
namelyf, £, £, andf;". Among them{, £ will be con-
trolled by NCO, £ andf,dl are individually managed by the two

I € L. We also assume a master node exists which controls the da- pejghporing NCs.

ta flow rates{r,, }2°_,. The central NQ) controls the subnetwork
N7, consisting of the master node and the links connectingrift
subnetworks, i.e£% = U;x; £9;.

Given these notations, there are two types of network con-

straints. The first set of constraints is related to the liagacity.
Assume each link € £ has a fixed capacity,;. The total flow rate
on link [ is constrained by

1" <o, viedL, 1)
wherel is the all-one vector anft £ [fi1,..., fim]*. The sec-
ond set of constrains ensures the per-node flow conservediuah-
tion holds. That is, for any node € V and data flown, the total
incoming flow should be equal to the total outgoing flow:

Z Jfiom + Loms(m)Tm = Z fiom + Lo=d@m)Tm,

l€In(v) 1eOut(v)

m=1~MVYveV, (2)

whereln(v) 2 {l € L | d; =v}andOut(v) 2 {l € L | s
v} denote the set of links going into and coming out of a nede
respectivelyjl,—, = 1if v = z, otherwisel,—, = 0.

In this work, we are interested in maximizing the minimunerat
of all data flows. The problem can be formulated as the fothowi

linear program

Hfl&X Tmin S.t. f 2 07 Tm Z Tmin, T = 1~M (3a)
(1) and (2) (3b)
wheref £ {f; | | € £} andr £ {rmin,rm | m = 1 ~ M},

It is worth noting that the minimum rate is picked here beeaitis
assures a fair rate allocation between data flows, and silit s
been adopted by many recent works; e.g., [8, 15]. Other tgec
functions can be used as well, for example the sum rate ofatsy
or the proportional fairness criteria.

3. A SEMI-ASYNCHRONOUS ROUTING ALGORITHM
In this section, for problem (3), we propose a semi-asynubue
algorithm that distributes the computation across NCs diatvel
parallel updates within each NC. The key step is to introcuéew
auxiliary variables so that the coupling flow conservatind eapac-
ity constraints become separable among the NCs.
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e Each data flow rate,, is split into the following copiesi ™,

Fdm rsm andrdm . The tuple(7s, 7%m) is managed by NO,

rsm andrdm are managed by the source and the destination NCs
of flow m.

o Within each subnetwork, introduce a new cdpgor the link flow
ratef;, V1€ £\ £

For notational simplicity, we have created a few groups ef th
variables and denote them &s, x5, x5, Xi1 ,Xi, Xi2 Xi3, S€e
Table 1 for detailed definitions.

Obviously, the original variables and their splits shoutdden-
tical, therefore we have the following sets of equality ¢oaists

X1 = X2, Xil =X01 , Xi2 =Xq3, i=1~K. (4)
inN°  inNtandAN°®  inN?

By properly allocating the variables = {x;}i—o~x to the con-
straints of problem (3), these constraints become sepaoabl sub-
networks. Moreover, (1) and (2) become independent to eter.o
Specifically, the reformulated constraints can be exptease

Xo = {Tmin, X02 |
]-Tflo S Cl07 flo 2 07 Tm 2 T'min; \V/ lO € LO, V ’ITL},

ST fimt Y Fm A lemen T

Xi1 = {xi1, xi2 |

l€In(v)NL? l€In(v)NLO
= 3 fimt Y Fim ot lumanii, VoEV ¥},
leOut(v)NLt 1€0ut(v)NLo

Xio = {Xig | 1Tfl,i < Cll» fli >0, Vi e £1}7 i=1~ K.

In summary, problem (3) is equivalently reformulated as

T'min s.t. (4)7 {Tmin, XO2} € XO, (sa)

max
{xi1,Xi2} € Xi1, Xi3 € X2, i =1 ~ K. (5b)

After this reformulation, except the equality constraid,(
the objective function and the constraints are separatde swb-
networks. This reformulation is a generalization of ourviyas
synchronous routing algorithm [8]. The main differencehattin
[8], a similar splitting is done foeachnode and link in the network,



Notations Definitions Physical meaning
X0 UPE 1 (x61 U Xb2) U {7min} The variables stored iv®
X1 {ro B heso weviv m}t The auxiliary variables copied fromy,
Xbo {va’f;; |slt0 f;gféffé ;fg ) The bordering flow rate variables and the data flow rate's of
X02 Uk xd, All data flow rates and the flow rate variables between suborisv
X; x4 U X2 UXs The variables stored itV
Xi1 {7, f'[’}leﬁo)vevi?v mt The auxiliary variables copied fromi; in A/
Xi2, Xi3 {8, Yoeci b L byeci The flow rate variables withil/?, and their corresponding local copies

Table 1. Summary of physical meaning and the relationship for Wemstored inV® andN*, i =1 ~ K

which can result in too many auxiliary variables for largewe
rks. Moreover, this new reformulation enables semi-asyorabus
update rules, as will be explained shortly.
3.1. A Semi-Asynchronous Algorithm Based on BSUM-M
In this subsection, we develop a semi-asynchronous afgoifior (5)
by applying the BSUM-M algorithm [16]. Intuitively, this @poach
is very similar to the multi-block ADMM approach, but with riidi-
cations in primal update rules and in the dual variable wgpdBbere-
fore, the variables of each NC can be viewed as a variabld ol
these variable blocks can be updated in different speed. alige
mented Lagrangian function of problem (5) is

K

L,(X,Y) = "min + Z{y(i)T[in - X?)z] - g\lx{’n - Xé)z”2

i=1

s, K i
=rmin+2270 Lio(Xg1:X02:Y)

+ (i i — 1] = Sl — x50 %)}

R o
=Li1(xi1,%41,9%)

(6)

+ (y3" [xi2 — Xi3] — §||Xi2 — xal),

LLi2(xi2,%3,Y3)

wherey £ {yé,yi,y5 | i = 1 ~ K} isthe dual variable for (4) and
pis the augmented Lagrangian parameter. Notice that thablasi;

Async-Routing Algo.: Processed by NGor N, i =1~ K

1: Initialization x(” = 0, y¥ = 4 = 0,x}, = 0, and
. Repeat
Update{x;1,x;2} by solving

(ki+1) _ (ki+1)
{xi1 » X2

W N

max

i(ki))
{xi1,%;2}€Xi1

} +arg Li1(Xi1, Xb1, Y

k i(k
+ Lip(ociz, x5, ik,

It can be solved in parallel over each data flow
(k;+1)
Xi3

A

— arg maxy,, e X, Li2(xE§i+1>,xi3, y;(ki)). It
can be solved in parallel over each link©f.
Sendx ¥ to NCO
Receive the updates)); from NCO0.
yi(kﬂrl) . yi(k‘i) _ a(ki)(xl(_file) _ xé)l)
N P L Y O PO (2 I (R
Lok ki +1
10: Until a desired stopping criterion is met

©o N O

Table 2. The updating procedure foreach NG =1 ~ K
with each of others, it keeps all the iteration indexes. @leséhat
for every time intervall’, which is longer than the maximum time
required for each NC to update its local auxiliary variatdes ex-
changing information with NO, every variable block will be updat-
ed at least once. Hence, the variable update sequence caweelv

inN,i = 1 ~ K appears separately in (6), and each of them is couas essentially cyclic rule [4].

pled withxj; in A only throughL;1 (x:1, %51, y}). By exploiting
this separability property, we propose an Async-Routirggpathm
to solve problem (5) semi-asynchronously among NCs with(NC
being the central controller. The detailed algorithm is marized
in Table 2 and 3.

Specifically, for each NG, : = 1 ~ K, we propose to up-
datex; with the latestx{; from NC 0. The procedure includes two
steps for updating, respectivel;i,x;2} andx;s as expressed in
step 3 and 4 of Table 2. On the other hand, wheneverONEid-
le and it has an updated;; from NC i, it computes the updated
{Pmin, T, X}y } andx; by stepd-5 of Table 3. After that, the up-
datedx}, is transmitted back to NG to trigger the next round of
update there. We should notice that, when N@pdates its local
variables for NG, it does not change the coupling varialfg with
respect tax; in A7, j # 4. The local update at NG would not be
affected since it still locally has the latesf,. Thus, it satisfies the
semi-asynchronous scheme we described in Sec. 1. After tires
mal variables are updated within N@nd NCO, the corresponding
dual variabledyj }j—1~x, y1, andys are locally updated in step
8 of Table 2 and step-9 of Table 3. Note that (" is the stepsize for
updating the dual variables at iteration indexMoreover, since the
proposed scheme is semi-asynchronous, each NC has itsenan it
tion indexk;, i = 0 ~ K. On the other hand, NG is synchronous
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From the computational perspective, it is worth mentiortheg
the update Ofrmin, r, %}, } at NCO only relates to the data flow
rates and the flow rate leaving from or going\t@. Moreover, all the
subproblems at NCs are decoupled over links or data flowshavel
either parallel closed-form solution [8], or can be solvgdsome
existing efficient network optimization procedures, e[1]. Thus,
the update can be very efficient. The convergence of the peapo
Async-Routing algorithm is addressed by the following tieso.
Theorem 1 If the step sizex" in the proposed Async-Routing al-
gorithm satisfies -

Zam =00, lim o'” =0.
T— 00

r=1

Then thex") generated by Async-Routing algorithm satis{isin

the limit asr — oo, and every limit point ok" is a primal optimal
solution of (5).

The detailed proof follows a similar line for BSUM-M [16] viit
proper modifications for essentially cyclic rule, so it isitied due to
space limitation. Moreover, the proof relies on the coriistsebeing
polyhedral, and the objective function is linear or strgngbnvex
for x, which is different from being strongly convex for (parhgl
asynchronous dual decomposition [12, 13]. Hence, the apprs
suitable for proportional fairness or sum-rate design dk we



Async-Routing Algo.: Processed by Nifor A/°

1: Initialization x{") =0,4® =o0,andk; =0,i=0~ K

2: Repeat

3:  Pick one unprocessest; that has been received or w.
until receiving onex;;,i =1~ K

Update{xoz2, rmin } by solving

(ko+1) (ko+1)

{x0s T

» " min

ait

»

<—arg max

i(ko) )
0
{*02,"min

K
i .
}"'min + Z LiO(xz)(l 0)1x627 Yc
i=1

st {Tmin, X02} € Xo, £ = £, V1 ¢ Ujui L U LY
Updatex?, by solving
i(ho+1) (ko+1)
01

i(k
2 7yo( 0))

+Li1(X117X61,'yi( 0>)

+ argmax Lo (x4,
*51

Step 4 and 5 both can be solved in parallel over the assumed
master node and the links connectiig and)’.
Sendx ("o to NCi.
R0t g3 (0) _ (ko) (xd (Ko t1) _ s (kot1)y 5 g ¢
yi(km‘l) . ,yi(k0+1) _
ylthotD)  itko+D)

Until A desired stoppin

a(k,i)(xil _ Xg(lknJrl))
#i, ko < ko+1 andk; < k; +1
g criteria is met

© o N o

Table 3. The updating procedure for NC

Fig. 4. The considered network topology with 9 groups of nodes.

Before closing this subsection, we would like to commenttan t
choice of the parameter In order to further reduce the communi-
cation overhead between NCs with fewer number of iterations
can apply differenp for each individual constraint of (4). Eaghis
adaptively adjusted by the primal and dual residual of toatstra-
int, see [5, Chap.3.3] with minor modification to incorper#ite ef-
fect of time varying ofa("). For brevity, we will omit the details
here.

4. SIMULATION RESULTS AND CONCLUSIONS
In this section, we report some numerical results on theopadnce
of the proposed Async-Routing algorithms as applied to avort
with 126 network nodes. These network nodes are split inta9 s
networks with306 directed links within these subnetworks atl
directed links connecting the subnetworks. The topology tue
connectivity of this network are shown in Fig. 4. These lialpaci-
ties are generated uniformly randomly in each simulationga. It
follows the rule that links within each subnetworks is [SL (M-
Bits/s) and links between each subnetwork is [20,50] (MB)tsThe
source and the destination nodes of each data flow is randeenly
lected from network nodes, and all simulation results aerayed
over200 randomly selected data flow pairs and link capacity.

In the following, for each constraint of (4™ = 100p/ (/T +
100) and p is initialized as 0.0005. The parameters foadapta-
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(b) The relative constraint violation versus the itera-
tion

Fig. 5. The performance of the convergence rate for all the comgaafigo-
rithms.
tion arep = 100, 7" = 79°* = 1.2. We compare the proposed
Async-Routing algorithm with two benchmarks. 1) [Syncloos
(Node)] The synchronous ADMM routing algorithm that decasp
es the network to the node level [8]. 2) [Synchronous (Swhoed)]
The synchronous version of Async-Routing algorithm whe2(N
updates its local variables) only when the latest,;, V i, are avail-
able. Two performance metrics are used. The relative enrobi
jective and constraint violation are, respectively, de)‘iae\rﬁfﬁl) -

optimal| /.optimal and the maximuniz — '°°*!|/ max{1, z} over
all variables wherer (resp. z'°<®) is the original variable (resp.
local auxiliary one). Moreover, for fair comparison, we nbone
iteration for Async-Routing algorithm as NChas updated times,
S0 on average, every NCs have communicated withON@e time.
We also assume for each NCthe time delay for local computation
and information exchange with N@is uniformly distributed, and it
follows [1, 50] (unit time).

Fig. 5 shows the performance of these algorithms when the num
ber of data flows is 100 and 200. One can observe that the scheme
that decomposes to subnetworks is much more efficient theaorté
that decomposes to network nodes, regardless of whethesyn-
chronous or not. This is mainly due to the fact the number a&f au
iliary variables is much smaller if we take subnetwork stuue into
consideration. For the semi-asynchronous scheme, théeafficis
very close to the synchronous counterpart in both perfoomamet-
rics. We should emphasize that in practice, the semi-asgnols

scheme does not need to wait for other NCs and hence can be much

more efficient if it only uses similar number of iterationsthat of
synchronous scheme. A future work is to implement the Async-
Routing algorithm in a parallel system to validate the efficy. Fur-
ther, we can observe a similar performance trend for the eurob
data flows up t®00, showing the scalability of the proposed algo-
rithm.
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