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ABSTRACT

Indoor localization of multiple speech sources in wireless
acoustic sensor networks (WASNs) is an open and interesting
problem with many practical applications, but the presence
of noise and reverberations complicates the problem. In this
paper, a distributed algorithm for multiple DOA estimation
of speech sources in WASNS is presented. The method ex-
ploits the sparsity of speech sources in the time-frequency
domain to obtain DOA estimations locally in each node of
the network. The DOA estimations of different nodes are
further combined to increase the accuracy of the local DOA
estimations. Since the local DOAs are estimated using only
the microphones of the same node, the synchronization be-
tween input channels and localization of the microphones
from different nodes are not an issue.

Index Terms— Speech source localization, wireless
acoustic sensor networks, speech processing.

1. INTRODUCTION

The localization of multiple speech sources in closed envi-
ronments has many trending applications, such as hands-free
speech communications, videoconference systems, automatic
surveillance systems or video games [1]. Additionally, some
other speech-based applications require source localization as
an intermediate step, for instance, speech enhancement, auto-
matic speech recognition or speaker identification. Unfortu-
nately, the ability to localize speech sources in a closed envi-
ronment is highly affected by background noise and reverber-
ations.

When the signals are observed by an array of sensors,
the localization problem is addressed by estimating the time-
difference-of-arrival (TDOA) of each source in each pair of
sensors. A review of methods for multi-source TDOA estima-
tion in reverberant audio can be found in [2]. TDOA estima-
tion relies on the assumptions that the microphone positions
(or at least their relative distances) are known and that the dif-
ferent input channels are synchronized. These two assump-
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tions are usually met in a fixed microphone array but they are
not so obvious in a wireless sensor network where the posi-
tion of each node may be unknown by the other nodes in the
network and there is a high probability that the input channels
from different nodes are not synchronized. For instance, the
works in [3, 4] propose a maximum likelihood (ML) acoustic
source location estimation in a wireless sensor network. The
first one assumes to know the position of each sensor and the
second one assumes to know the position of some sources to
pre-localize the nodes, so they can be considered semi-blind
source localization methods.

This paper presents a novel method for blind localiza-
tion of multiple speech sources in a wireless acoustic sensor
network (WASN). Direction-of-arrival (DOA) estimations are
obtained locally in each node, using a method based on the
algorithm proposed in [5] to identify the number of speech
sources in a mixture. This method uses a parametric model
to estimate the probability density function (PDF) of time-
frequency domain TDOA estimates, and its potential to es-
timate DOAs is investigated in this work. The localization
algorithm assumes that each node has two microphones, al-
though it is easily extensible to a higher number of micro-
phones. The accuracy in the DOA estimation depends on
the relative position between the source and the array, which
causes that DOA estimations from different nodes have differ-
ent accuracy. In order to increase the robustness of local es-
timations, a best linear unbiased estimator (BLUE) that com-
bines the DOA estimations obtained in different nodes is also
derived. Since the final DOA estimations are calculated from
DOA estimations obtained locally in each node, the knowl-
edge of the microphone positions and the synchronization be-
tween input signals is guaranteed. Additionally, the informa-
tion from different nodes is considered and the computational
load of the algorithm is distributed between them.

2. PARAMETRIC MODEL-BASED ESTIMATION OF
TDOA IN THE TIME-FREQUENCY DOMAIN

Let us consider a microphone array j composed of M =
2 microphones and set N different sources, s,(t), n €
{1,---, N}, impinging the array. The microphone signals
are described by
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N
Yim(t) = Z Rjmn(t) % sn(t) + njm(t), m=1,2, (1)

n=1

where the filter hjm,(t), commonly denominated acoustic
impulse response, describes the acoustic channel between the
n-th source and the m-th microphone of the j-th array, 7, ()
represents additive noise at the m-th sensor of the j-th array,
and the operator * represents linear convolution.

The short-time Fourier transform (STFT) of the mi-
crophone signals is represented by Yj,,(k,[), where k =
1,---, K represents frequency, and [ = 1,--- | L the time
frame. Assuming that the sources do not overlap in the TF
domain, according to [6], an estimate of the TDOA in each
TF point (TF-TDOA) can be obtained from the STFT of the
signals of the two microphones:

. 1 Yjo(k,1
0 (k1) = _warg{ijEklg}’ @)

where w represents angular frequency. Ideally, if the sources
were completely separated in the TF domain, the TF-TDOA
estimates Sj(k, {) would take the value of the true TDOA of
the active source of each TF bin. However, this assump-
tion is only approximated, and speech sources show some
overlap in the TF domain. In this case, the TF-TDOA esti-
mates Sj(k‘, 1) will cluster around the true TDOA values of
the different sources. In order to avoid phase ambiguity due
to large microphone distances in the computation of ) (K1),
the phase is previously unwrapped for all frequencies of each
frame (changing absolute phase jumps greater or equal to 7
to their 27 complement).

The proposed method for TDOA estimation relies in the
fact that, since the TDOA calculated in a pair of microphones
changes with the position of the sources, the PDF of the TF-
TDOA estimates has different modes associated with each of
the sources. According to this, an estimate of the TDOA of
each source can be obtained by finding the centroid of each of
these modes. The method in [5] proposes to estimate the PDF
of the TF-TDOA estimates using a parametric model-based
method. Let us define the vector d = [d1, ..., dg] contain-
ing all the TF-TDOA estimates from a pair of microphones,
Sj, where ) = K - L. The PDF of the random variable ¢
is denoted by f(0) and it is going to be modeled using an au-
toregresive (AR) model, which parameters a,, can be obtained
with the Yule-Walker equations:

P
Bolm] =" apdslm — p] + oZok[m], 0<m <P, (3)

p=1

where o2 is the variance of the prediction error, and § [m)]
is the Kronecker delta, and P is the order of the model. The
values ¢s[m] can be obtained from the PDF, making use of
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Fig. 1. Histogram-based estimate (dashed blue line) and 3th-
order parametric-model estimate (solid red line) of the PDF of
TF-domain TDOA estimate for a mixture of 3 speech sources
with additive background noise of SNR=10 dB and reverbera-
tion time of 262 ms. Vertical lines represent the true TDOAs.

the dual function (characteristic function) given by the next
expression:

1
T or

6ol / " it (5)d5 = %E{eiém}. @
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Using the sample mean as an estimator of the probabilistic
expectation, the sequence ¢;s[m] can be estimated by

QZB [ _ 1 o iéqm 5
s[m] = 370 Ze . )
q=1

Finally, using the AR model, the PDF is estimated as

A O¢
1) 11— 25:1 ape~12mo|2 .
Figure 1 shows the estimate of the PDF of the TF-TDOA
estimates, in the case of a mixture of 3 speech sources with
additive background noise of SNR=10 dB and reverberation
time of 262 ms, estimated with a histogram (dashed blue line)
and estimated with the proposed parametric-model with or-
der 3 (solid red line). The dashed black lines (vertical lines)
represent the true TDOA of each source. Due to noise and
reverberation, the width of the peaks that appear in the PDF
is larger and they are not so well defined in comparison to
a non-reverberant noiseless case. However, the smooth esti-
mation of the PDF performed by the parametric linear model
overcomes this problem, and it is clear how the method esti-
mates the PDF with accuracy and the peaks obtained corre-
spond with the true TDOA.

(6)

3. REAL-TIME MULTIPLE DOA ESTIMATION IN A
WIRELESS ACOUSTIC SENSOR NETWORK

3.1. Local DOA estimates

Let us consider a general WASN with J nodes where, with-
out loss of generality, each node j has access to two micro-
phone signals denoted in the frequency domain as Yj, (k,{)
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and Yjs(k,1). According to this, the total number of micro-
phones in the network is M = 2J. The application of the
parametric model-based estimation of the PDF described in
the previous section to estimate multiple TDOA in each node
j is straightforward: the values of § where the peaks appear
in the PDF estimation correspond to the phase of the roots
of the denominator polynomial of the AR model (expression
(6)). Henceforth, 3{1 denotes the TDOA estimate for the n-th
source in the j node and HA{Z its corresponding DOA.

In the practical implementation the algorithm is realized
in the short-term spectral domain, obtaining DOA estimates
in each time frame, which allows an implementation of the al-
gorithm in real time. Time frames with power lower than the
estimated background noise power are discarded. The power
is calculated as the average power of the two microphones
and the background noise power is estimated during periods
of silence. First, TF-TDOA estimates in each frequency band
(%—(k, 1) are calculated using expression (2). Second, the se-
quence ¢5[m] is recursively estimated by means of the short-
time estimates according to

K
¢5[m7 l] = a(%[mv l— 1] + (1 - a)ﬁ Z ei&j(hl)ma (7
k=1

where « is a smoothing factor 0 < « < 1. This smooth-
ing factor avoid sudden changes in the DOA estimations that
may be caused by wrong estimation in some time periods.
The AR model is fitted to the short-time sequence in (7) and
TDOA estimates are obtained in each time frame from the
calculated AR model. Finally, the estimation of the DOA of
the n-th source in the j node and in the [-th time frame, which
is denoted as 67 (1), is given by

. 57
67 (1) = cos_ljzlgi?é,

n
where 67 (1) is the TDOA estimate of the n-th source in the j
node and in the [-th time frame, d,,,;. is the distance between
the two microphones of the node, f; is the sampling rate and
c the speech of sound.

®

3.2. Distributed DOA estimation

Let us assume that each node of the network provides local
DOA estimates in each time frame, thus having J different
estimations of the DOA of each source. The next problem to
solve is how to combine the .J DOA estimations 6 (1) in such
way that their combination improves the accuracy of the local
estimations.

The DOA estimations obtained in each node are referred
to its local Cartesian coordinate system, with the origin at the
common midpoint of the two sensors. In order to combine the
DOA estimations of different nodes, they should be first ex-
pressed in terms of a global Cartesian coordinate system via
the appropriate translation and rotation. To do this operation,
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we assume that the distances between the origin of the local
Cartesian coordinate systems of the different nodes are avail-
able (i.e. straight distance between nodes). The estimation of
these distances can be made either acoustically or taking ad-
vantages of the wireless links available in the nodes, but the
solution of this problem is out of the scope of this paper.

The local TDOA estimates 67 (1) are assumed to be inde-
pendent (from node to node) and corrupted by Gaussian white
noise with variance crj2-. This assumption has been confirmed
experimentally obtaining a high number of realizations of the
same experiment and in different acoustic scenarios. Accord-
ing to this, the best linear unbiased estimator (BLUE) [7] is
given by

0 Ak ©)
DV

The BLUE estimator weights those local DOA estimations
with smaller variances more heavily than the ones with higher
variances. The variance of the estimator ajz is directly related
to the variance of the prediction error of the AR model used
to obtain the TDOA estimates, 062. Since the denominator of
expression (9) make the estimator unbiased, the variance of
the prediction error is used instead.

The complete steps of the proposed algorithm in the j-th
node are the next.

1. Transform the two input signals into the frequency do-
main, Y} (k, 1) and Yjo(k,1).

2. Compare the energy of the current time frame against
the threshold to decide whether it should be processed
or not.

3. Calculate the TF-TDOA estimates, (%—(k, l) using ex-
pression (2) and update the sequence in (7).

4. Calculate the linear prediction coefficients and the
variance of the prediction error using the Yule-Walker
equations.

5. Find the phases of the roots of the polynomial in the
denominator of the AR model, which are 67 (1), and
calculate 67 (1) using expression (8).

6. Broadcast the local DOA estimates 67 (1) and the corre-
sponding variances through the sensor network.

7. Receive the DOA estimates from other nodes, 0% (1), i =
1, J,i # 5.

8. Obtain the collaborative DOA estimations 0, () using
expression (9).



4. SIMULATIONS

The accuracy in the DOA estimations of the proposed algo-
rithm has been evaluated in the case of 1, 2 and 3 speech
sources, in a simulated (8m x 7m x 3m) rectangular room with
plane reflective surfaces and uniform, frequency-independent
reflection coefficients. Room impulse responses were gener-
ated with the image method [8], using reverberation times g
that range from O to 372 ms. The additive background noise
is speech-shaped noise with SNR of 10 dB. The algorithm as-
sumes to know the number of sources in advance (they can be
estimated using [5]). The nodes have been placed in the center
of the room, with a rectangular arrangement of 2x3m. Differ-
ent source positions have been evaluated, varying de DOAs: 5
different scenarios in the case of one source, 4 scenarios in the
case of 2 sources, and 3 scenarios in the case of 3 sources. In
any case, the absolute difference between DOAs of any pair
of sources is not smaller than 10°. Microphones and sources
are in the same elevation plane. For each scenario, 50 differ-
ent speech mixtures of 4 seconds length have been generated,
using different speech sources, randomly selected from the
TIMIT database [9]. The source signals have been normal-
ized with equal power before mixing. The sampling rate is
44.1 kHz and the TF decomposition is performed by a STFT
with frame length of 2048 samples, using a hamming window
with 50% overlap. The accuracy of the localization algorithm
has been measured by the frame average absolute error in the
DOA estimation, averaged for NV sources:

N L
Fpoa= 7 3. S 10.0 6,00, (10)
n=11=1
where 6,,(1) is the true DOA for the n-th source in the I-th
frame.

Table 1 contains the average Epp 4 values for DOA es-
timations in the different simulated scenarios. It contains the
average values for the different scenarios and mixtures as well
as the standard deviations. In Case A, the mixtures were gen-
erated without noise and reverberations (759 = 0) and, in
Case B, the mixtures were generated with a T50=263 ms and
background noise with a SNR=10 dB. The results show that in
Case A, the DOA estimations are very accurate for any num-
ber of sources, with a maximum mean error of 1.42 degrees
in the case of N=3. The introduction of background noise and
reverberations obviously decreases the accuracy: in the case
of localizing a single source the average error is 2.61 degrees,
in the case of two sources is 4.69 degrees, and in the case of
four sources is 5.43 degrees. These results are good consider-
ing the noise level and reverberation. Additionally, the graph
in 2 shows the effects of reverberation in the accuracy of the
DOA estimations. The average values of Epp4 are repre-
sented for different levels of reverberation. The estimation
error clearly increases with reverberation (almost monotoni-
cally). For instance, in the case of 2 sources, the average er-
ror is slightly higher than 1 degree without reverberation, but

Table 1. Mean and standard deviation (degrees) of the aver-

age error E'po 4 in the DOA estimation of N sources.
Accuracy N=1 N=2 N=3
Mean STD | Mean STD | Mean STD
Case A 0.75 0.44 1.21 1.01 1.42 0.93
Case B 2.61 1.02 4.69 2.76 5.43 2.21
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Fig. 2. Average accuracy for different levels of reverberation
and different number of sources.

it is increased to values higher than 5 degrees for reverbera-
tion times of Tgo= 372. Nevertheless, the estimation error is
acceptable even for high levels of reverberation.

5. DISCUSSION

This work presents a novel method for multiple DOA estima-
tion of speech sources in WASNs. Local DOA estimations
are obtained frame by frame in each node using only two
microphones, with an algorithm that has shown robustness
agains noise and reverberation. The local DOA estimations
from different nodes are combined to increase the accuracy
of the estimation. The problems of synchronization between
input channels and estimation of the microphones positions,
which are common problems in WASN, are solved with the
proposed schema. The computational load of the algorithm is
distributed among the different nodes.

The presented results are promising, but further research
is necessary in order to investigate the robustness of the
method in real environments, the dependence of the perfor-
mance on the relative positions between nodes and sources
(testing more scenarios), and the estimation of the distance
between nodes. Finally, although the results presented in this
paper are not compared with other existing method for ro-
bust DOA estimation of multiple sources, the authors believe
that the performance of the proposed method is noteworthy.
This comparison, as well as further experiments required for
generalization of the method, will be presented in a future
extension of this work.
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