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ABSTRACT

In this paper, a broadband region-based near-field beamforming al-

gorithm is proposed and demonstrated for acoustic applications. We

use an eigenfilter structure with a minimum-energy cost function

based on desired and undesired near-field regions. Robustness is

thus achieved by focusing on signals generated from desired zones

in space while rejecting signals from undesired zones. This construc-

tion leads to a linear matrix pencil formulated in terms of the array

gain to these desired and undesired zones. We include a far-field

model as part of the rejection zones that further improves perfor-

mance in reverberant environments. We demonstrate the robustness

of the algorithm in simulated and real scenarios.

Index Terms— near-field beamformer, generalized eigenvalue

problem, robust beamformer, microphone arrays, reverberation.

1. INTRODUCTION

Beamforming is an important technique in microphone-array tech-

nologies [1]. Examples include hands-free speech communication

systems such as car speakerphones, teleconference systems, hearing-

aids, mobile telephony, and voice-commanded systems such as smart

TVs, navigation systems and personal mobile assistants. In these ap-

plications broadband algorithms are necessary since the target acous-

tic signals have wide bandwidth. The sources and interferers are well

within the near-field of the array; far-field designs perform poorly in

comparison to near-field designs [1–3]. Moreover the acoustic chan-

nel is subject to severe multipath interference in the form of rever-

beration. Standard beamforming algorithms assume the positions of

the microphones and the acoustical sources to be known precisely.

However inaccuracies in the positions cause performance degrada-

tion in non-robust designs [4, 5], [6, Chap. 1].

Broadband near-field beamforming robust against position er-

rors has gathered relatively little attention in the literature, major

propositions are [7–10]. The algorithm in [7] uses a low-rank ap-

proximation of the near-field signal space in a spatial region with a

linearly constrained minimum variance (LCMV) design. Despite its

relatively low-complexity, the complexity of the algorithm increases

with the size of the desired spatial region and the bandwidth of the

target signals. Moreover, the degrees of freedom of the LCMV are

used to provide robustness; reserving degrees of freedom for inter-

ference rejection is costly. Ser et al. [8], proposed a refining ap-

proach for the LCMV design. Assuming the actual target position

is close to the focal point, a search is performed in the vicinity of

the focal point that maximizes the output power of the beamformer

using a non-linear optimization procedure. The resulting algorithm

has high complexity as a function of the size of the search space.

Furthermore, if the actual target is not found in the search space then
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beamforming results in target-signal cancellation. In [9], Chen et al.

propose a mini-max optimal approach to provide robustness against

many kinds of parameter mismatch. Although the solution is found

by an efficient second order cone programming solver, one can still

argue that the complexity is high for applications with low compu-

tational power such as hearing-aids. Two propositions are given in

[10] based on diagonal loading (see e.g. [6]). One requires a ref-

erence steering vector not known a-priori to calculate an error cost

function. The other directly assumes a reference error. None of

the aforementioned methods has an explicit model to account for

reverberation (e.g., in the form of mixed near-field and far-field in-

terference), relaying only on their near-field performance. This is

an important issue as it has been shown that an optimal near-field

beam pattern does not guarantee an optimal far-field response un-

less explicitly enforced [11]. More importantly, the performance of

the above mentioned algorithms has not previously been evaluated

in real-life scenarios.

We propose a novel robust near-field beamformer for micro-

phone arrays that incorporates a far-field reverberation model to fur-

ther improve the performance in real scenarios. Instead of focusing

on a single or a discrete set of points in space, desired and rejection

regions are defined and properly emphasized using spatial weighting

functions. Further, a reverberation model in terms of an isotropic

far-field is added as part of the interference. An eigenfilter structure

[12] is then established, using the response power ratio of the desired

to the rejection regions as cost function. This construction leads to a

generalized eigenvalue problem on the space of beamformer weights

( a linear matrix-pencil). An ordered sequence of orthonormal beam-

former weights can then be found that forms a subspace. The beam-

former weights in this subspace have a response that focuses on the

desired zones, attenuating near-field signals in the undesired zones

and reverberation in the form of an isotropic far-field. This approach

can then be seen as a generalization to a mixed near-field far-field

case of the maximum-energy method [13]. To evaluate the robustness

of the algorithm we present results in simulated and real scenarios.

2. ROBUST NEAR-FIELD BEAMFORMING

Let an acoustic process, expressed in the frequency domain and tak-

ing place at spatial position xs∈R
3, be denoted by S(xs, ω), where

ω=2πf represents angular frequency, with f the frequency in Hz.

We consider the observation of the process with a microphone ar-

ray comprising M microphones at positions xm ∈ R
3. The M

input signals are combined using a broadband beamformer. The

weight functions of the beamformer, wm(ω), are arranged in a vec-

tor w(ω) ∈ C
M . The propagation function (i.e. free-field Green’s

function) from the source position xs to the microphone position xm
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is given by [14, p. 311], [15, p. 253], [16, p. 51]

v(xs,xm, ω) =
ejω‖xs−xm‖/c

4π‖xs − xm‖
, (1)

where ‖ · ‖ is the Euclidean norm and c is the speed of sound. A

propagation vector, say v(ω)∈C
M , can now be formed by stacking

the propagation functions from the source to the microphones,

v(xs, ω) = [v(xs,x1, ω), . . . , v(xs,xM , ω)]T, (2)

where T denotes vector or matrix transposition. Using this notation,

the overall beamformer response can be written as

Y (ω) =

∫

V

w
H(ω)v(xs, ω)S(xs, ω)dxs +w

H(ω)n(ω), (3)

where n(ω)∈C
M is a noise vector given by a process uncorrelated

with S(xs, ω) (e.g., given by non-acoustic noise like quantization or

thermal noise), V ⊂R
3 denotes the zone where the acoustic process

is defined, and the superscript H denotes Hermitian transposition.

Let us consider a region in space, A, that contains acoustic sig-

nals we want to emphasize, and a region B that contains signals we

want to suppress. We define a pair of spatial weighting/windowing

functions, gA(xs) and gB(xs) respectively, that define and properly

weight the two zones. Using this notation, the beamformer response

of the emphasized zone is written as

YA(ω)=w
H(ω)

∫

R3

v(xs, ω)S(xs, ω)gA(xs)dxs+w
H(ω)n(ω).

(4)

Make hA(ω) =
∫

R3v(xs, ω)S(xs, ω)gA(xs)dxs, the power of the

beamformer response is then given by

E{|YA(ω)|2} = E
{

|wH(ω)hA(ω) +w
H(ω)n(ω)|2

}

, (5)

where E{·} is the expectation operator. Since the noise process

given by vector n(ω) is assumed uncorrelated with the acoustic pro-

cess S(xs, ω), their cross-covariance is zero, and (5) can be rewrit-

ten as

E{|YA(ω)|2} = w
H(ω)

(

RhAhA
(ω) +Rnn(ω)

)

w(ω), (6)

where RhAhA
(ω) and Rnn(ω) are the covariance matrices of the

signal vector hA and the noise vector n respectively. Equivalent

equations are obtained for the response of the suppressed zone. Let

us set up the array gain in terms of the power ratio of the desired to

the rejection zones, i.e.,

λ(ω)=
E{|YB(ω)|

2}

E{|YA(ω)|2}
=

w
H(ω)

(

RhBhB
(ω) +Rnn(ω)

)

w(ω)

wH(ω)
(

RhAhA
(ω) +Rnn(ω)

)

w(ω)
.

(7)

We would like to find the w(ω) that minimizes λ(ω), so that signals

in zone A get emphasized and signals in zone B get attenuated. To

do this we first look for stationary points in λ(ω) as a function of

w(ω). Let A = RhAhA
(ω) + Rnn(ω) and B = RhBhB

(ω) +
Rnn(ω). Denoting complex conjugation by ∗, we set the complex

gradient with respect to w
∗ of λ(ω) to zero [17],

∂λ(ω)

∂w∗
,

(

∂λ(ω)

∂wℜ

+ j
∂λ(ω)

∂wℑ

)

/2 = 0, (8)

and wℜ and wℑ are the real and imaginary parts of w. Then

∂λ(ω)

∂w∗
=

(

∂
∂w∗ w

H
Bw

)

w
H
Aw−

(

∂
∂w∗ w

H
Aw

)

w
H
Bw

2(wHAw)2
. (9)

From (7) we have that wH
Bw=λ(ω)wH

Aw, so that (8) becomes

∂λ(ω)

∂w∗
=

(Bw)wH
Aw − (Aw)wH

Bw

(wHAw)2

=
Bw

wHAw
− λ(ω)

Aw

wHAw
= 0. (10)

Substituting for matrices A and B we obtain

(

RhBhB
(ω)+Rnn(ω)

)

w(ω)=λ(ω)
(

RhAhA
(ω)+Rnn(ω)

)

w(ω).
(11)

This is a linear matrix pencil. Its regularity depends on the sum of

the covariance matrices involved and therefore on the selection of the

spatial weighting functions gA(xs) and gB(xs), the assumed second

order statistics of the input signal S(xs, ω) and of the noise vector

n(ω). Let us now determine the covariance matrices. Each element

of RhAhA
(ω) is given by

{RhAhA
}ij = E{hiAh∗

jA}

=

∫

R3

∫

R3

v(xs,xi, ω)v
∗(x′

s,xj , ω)

× E
{

S(xs, ω)S
∗(x′

s, ω)
}

gA(xs)g
∗
A(x′

s)dxsdx
′
s. (12)

If S(xs, ω) is a zero-mean uncorrelated spatial process (e.g., given

by spatially independent sources), then

E
{

S(xs, ω)S
∗(x′

s, ω)
}

=

{

0 if xs 6= x
′
s

σ2
s(xs, ω) otherwise

, (13)

where σ2
s(xs, ω) is the spatial variance function of the process. A

natural choice is to make σ2
s(xs, ω) uniform, which corresponds to

sources being anywhere with equal probability. Their importance

within the desired and undesired zones is then determined by the

weighting functions. Normalizing the spatial variance (i.e., σs =1)

(12) becomes

{RhAhA
}ij =

∫

R3

v(xs,xi, ω)v
∗(xs,xj , ω)|gA(xs)|

2dxs, (14)

with

v(xs,xi, ω)v
∗(xs,xj , ω)=

ej(ω/c)(‖xs−xi‖−‖xs−xj‖)

16π2‖xs − xi‖‖xs − xj‖
. (15)

We select spherically symmetric 3-D Gaussian functions as spatial

weighting functions. We set

gA(xs,xc) = e−‖xs−xc‖
2/(2σ2

A
)/(2πσ2

A)
3/2, (16)

with σA the root mean square (RMS) width of the Gaussian function.

The action range of the spatial window is thus controlled with this

parameter. Then (14) becomes,

{RhAhA
}ij =

1

4(2π)5σ3
A

×

∫

R3

ej(ω/c)(‖xs−xi‖−‖xs−xj‖)e−‖xs−xc‖
2/σ2

A

‖xs − xi‖‖xs − xj‖
dxs.

(17)

With similar expressions for gB(xs,xc) and RhBhB
(ω), with σB

the RMS width of the Gaussian function for the undesired zone. We

solve the integrals involved in the calculus of these matrices (14) us-

ing a fast Gauss-Hermite numerical quadrature. We model uncorre-

lated noise with n. It is then natural to make Rnn=σ2
n
I. In practical
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applications σ2
n

can be set to an estimate of the variance of quantiza-

tion and/or internal instrument noise. In this way Rnn represents a

parameter to control the white noise gain of the beamformer.

To improve the performance of the beam-former in reverberant

environments a far-field isotropic sound field model is included as

part of the acoustic interference. Spherically isotropic far-field is

modeled as a sound field in the form of plane-waves arriving from

all possible directions [18, 19]. The tail of a room impulse response

(RIR) characterizes most of the subjective reverberant effect in a

room, and can be modeled as a dense, homogeneous set of incoming

reflections from all possible directions [20, Sec. 4.2]. The inclu-

sion of an isotropic far-field as part of the acoustic interference can

then be used to reduce the reverberation effect. The spatial covari-

ance matrix of the microphone signals in presence of a spherically

isotropic far-field is a known result [1, p. 66],

[Rss]i,j = Nss(ω)sinc
(ω

c
‖xi − xj‖

)

, (18)

where Nss(ω) is the power spectral density of the interference. In

practice this quantity can be estimated from the signal-to-reverberant

ratio (SRR) at the microphones [21, Chap. 2], [22].

In summary, the matrices involved in the generalized eigenvalue

problem (11) are given by

A(ω) = RhAhA
(ω) +Rnn(ω), (19)

B(ω) = RhBhB
(ω) +Rnn(ω) +Rss(ω), (20)

and (11) is restated as

B(ω)w(ω) = λ(ω)A(ω)w(ω). (21)

This problem can be solved, e.g., by a generalized Schur decom-

position. By selecting only the L smallest eigenvalues based on a

threshold, an ordered sequence of orthonormal beamformers (with

respect to a weighted inner product) is found that forms a subspace

in C
M . By construction, the beamformer weights in this subspace

have a response that focuses on the desired spatial zone and attenuate

signals in the undesired zone (including reverberation in the form of

an isotropic far-field). Further refinement of the beamformer can be

made within this subspace to identify or select specific sources lo-

cated in the desired zone or further processing on the response signal

can be done to improve the quality of the acquired acoustic signal.

In this work we select the eigenvector with the smallest eigenvalue

as optimal beamformer weight vector.

3. EXPERIMENTAL RESULTS

In this section we evaluate the robustness of the proposed beam-

former algorithm. To this extent we analyze its performance in sim-

ulated scenarios with and without reverberation, and in their real-life

counterparts: in an anechoic chamber and in a normal office room.

We compare the proposed beamformer against the minimum-

variance distortionless response (MVDR) beamformer. The signals

obtained by the closest microphone to the target source are also used

as benchmark reference. A comparison against other robust methods

found in the literature is left for a future work as to make it fair and

insightful we believe that an extensive comparison in a wide range

of tests should be provided, placing it outside the scope of this paper.

The near-field MVDR beamformer is obtained by minimizing

the power of the observed signal vector z(ω) = v(xs, ω)S(xs, ω),
subject to the constraint that the signal in the desired look-position

is kept undistorted [6]. In our notation v(xs, ω) (as defined in (2))

Fig. 1. Real scenarios where the experiments were conducted. To

the left the anechoic chamber of Delft University of Technology. To

the right the office room.

represents the look-position vector. The optimal MVDR weights are

given by [5],

wmvdr(ω) =
R

−1
zz (ω)v(xs, ω)

vH(xs, ω)R
−1
zz (ω)v(xs, ω)

, (22)

where Rzz(ω) is the covariance matrix of the observation vector.

MVDR is known to be a non-robust algorithm. Its robustness can,

however, be improved if a regularization is applied [1, chap. 2].

This consists of adding a weighted identity matrix to the covariance

matrix of the observation i.e., using (Rzz(ω) + ǫI) in the solution

(22) instead of Rzz(ω), where ǫ is the regularization factor. This

regularization trades efficacy for robustness. Unfortunately there is

no simple approach to determine the optimal value of ǫ for a given

scenario [1, chap. 2]. To keep computational complexity low instead

of try and optimize it, in practical applications this factor can be set

to a predefined value known to perform well in most cases.

Next we present results in four different scenarios, these are:

1. A simulated scenario with added white Gaussian noise

(AWGN) at SNR=60 dB and no reverberation.

2. A scenario with the same level of AWGN and reverberation

simulated with the mirror image source method (MISM) [23],

using the implementation by Habets [24]. The reverberation

time is set to T60=0.1 s.

3. Measurements performed in the anechoic chamber of Delft

University of Technology.

4. Measurements performed in an office room with dimensions

6.85 m by 3.95 m by 3.2 m in the x, y, z directions respec-

tively, and an estimated reverberation time of T60≈0.1 s.

We use the same scenario parameters and the same sound ex-

cerpts in all our simulated and real experiments. We used eight AKG

C417 omnidirectional Lavalier condenser microphones, four single-

cone loudspeakers with professional-grade drivers and custom-build

enclosures. An RME Fireface 800 audio interface was used for

recording and playback. Pictures of the real scenarios are given in

Fig. 3. From the four acoustic sources the target source signal is se-

lected to be a female speech excerpt. Two interferers are selected to

be male speech signals and the third to be music. The speech signals

were taken from the TIMIT database [25]. The music excerpt is a

fragment of a rock song containing a male voice. The duration of all

excerpts is truncated to 7 s. The sampling frequency is set to 16 kHz.

The speed of sound is set to c=342 m/s.

For the proposed beamformer we set the desired target region

using a Gaussian window (16) with RMS width σA = 0.16. The

windows of the three interferers are set to the same RMS width of

σB=0.06. In this way the three-sigma zone that accounts for 99.7%
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Fig. 2. Configuration used in the experiments. The red dots represent

the microphone positions. The green sphere is the three-sigma zone

of the Gaussian window enclosing the target source. Equivalently,

the blue spheres are the zones of the interferer positions.

of the window volume is within 50 cm and 20 cm for the target

and interferers respectively. This configuration is depicted in Fig. 3,

where a green sphere denotes the three-sigma zone of the Gaussian

window enclosing the target source. Equivalently, the blue spheres

are the zones of the interferer positions. The microphone positions

are denoted by red dots. Note that the target source is neither the

closest nor the farthest source to the microphone array. This situation

is commonly found in teleconference scenarios, voice-commanded

applications like smart TVs, or hands-free systems in cars.

Novel MVDR MVDR Closest

Beamformer ǫ=10−3 ǫ=10−1 mic.

NE E NE E NE E

sSNR −1.8 −7.9 7.7 −8.5 4.5 −0.4 −9.8
gSNR −0.3 −3.8 12.2 −4.3 9.4 4.1 −4.8
PESQ 2.91 1.65 2.49 1.38 2.25 1.94 1.86
STOI 0.96 0.73 0.94 0.75 0.87 0.79 0.50

Table 1. Simulated scenario. No reverberation.

Novel MVDR MVDR Closest

Beamformer ǫ=10−3 ǫ=10−1 mic.

NE E NE E NE E

sSNR −7.1 −7.6 −10 −14 −2.5 −4.8 −13
gSNR −2.5 −2.9 −7.2 −10 1.9 −0.3 −8.7
PESQ 1.72 1.57 1.43 1.13 1.90 1.71 1.88
STOI 0.66 0.60 0.65 0.57 0.79 0.73 0.45

Table 2. Simulated scenario. Reverberation T60=0.1s.

To evaluate the performance we use four standard metrics.

Speech intelligibility is assessed by the short-time objective intelli-

gibility measure (STOI) [26], perceptual speech quality is evaluated

using PESQ [27], and a raw signal comparison is given by segmental

and global SNR. We applied these metrics to the proposed beam-

former, the MVDR, and the signal of the closest microphone to the

target source. All metrics are calculated with respect to the clean

target excerpt. We performed a set of tests without introducing er-

rors in the microphone and sources positions, and a set of test where

random errors in all positions were fed into the newly proposed

Novel MVDR MVDR Closest

Beamformer ǫ=10−3 ǫ=10−1 mic.

NE E NE E NE E

sSNR −7.6 −11 −18 −20 −5.9 −8.5 −11
gSNR −4.6 −8.8 −13 −15 −2.1 −4.6 −8.0
PESQ 2.15 1.63 2.48 2.89 2.03 1.74 1.35
STOI 0.81 0.67 0.55 0.48 0.85 0.77 0.55

Table 3. Anechoic chamber

Novel MVDR MVDR Closest

Beamformer ǫ=10−3 ǫ=10−1 mic.

NE E NE E NE E

sSNR −5.5 −7.4 −32 −33 −14 −16 −13
gSNR −1.8 −3.7 −27 −28 −10 −12 −9.4
PESQ 1.85 1.62 1.37 1.06 1.55 1.27 1.36
STOI 0.71 0.63 0.46 0.40 0.64 0.57 0.51

Table 4. Office room

beamformer and the MVDR. The standard deviation of the error

is set to 5 cm. A total of 100 repetitions of the experiments with

position errors were performed and the average values are reported.

For the MVDR we conducted tests with the regularization factor

set to ǫ=10−3; a value that was found to give the best performance

under ideal conditions (i.e., the simulated scenario with no reverber-

ation and no position errors). Another set of tests setting ǫ= 10−1

was performed. This value was found to give the best performance

in the most challenging scenario (i.e., the office room).

Tables 1, 2, 3, 4 list the results. The nomenclature NE is used

to indicate experiments with no induced position errors, E indicate

experiments with induced position errors, sSNR indicates segmental

SNR in dB, gSNR indicates global SNR in dB, PESQ is a value

(−0.5–4.5), and STOI is a value (0–1).

We can draw the following conclusions from these results. First

we confirm that the robustness of the MVDR can be significantly

improved if the right regularization factor is used. As mentioned

before, to find the optimal value is not a simple task that can be

computationally demanding [1, chap. 2]. The MVDR with the best

regularization factor performs satisfactorily and even marginally bet-

ter than our proposed algorithm in all but the office room scenario.

This shed light on two important conclusions. First, the performance

of an algorithm should be tested on real scenarios, as simulations or

even tests in controlled environments like an anechoic chamber can

lead to non-realistic conclusions. Second and most importantly we

confirm the robustness of our newly proposed beamformer in real-

life scenarios.

4. CONCLUSIONS

In this paper we proposed a robust beamformer for acoustic appli-

cations. The algorithm uses a novel region-based near-field design

combined with a far-field reverberation model. Our results showed

that the evaluation of robustness using simulated scenarios can lead

to non-realistic conclusions. Most importantly we showed that our

proposed algorithm performs robustly in real-life applications.
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