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ABSTRACT

In this paper we study the achievable rate region of an FBMC
based two-way decode-and-forward relaying system. Unlike a CP-
OFDM system, the FBMC based systems experience inter-carrier
interference and inter-symbol interference especially in a highly
frequency selective channel. To calculate the resulting rate region,
we have to solve a joint optimization of the per-subcarrier multi-
tap filters at the relay as well as at the users, which is non-
convex. Therefore, we resort to a two-step approach. First, we
design closed-form solutions for the per-subcarrier pre-equalizers
and equalizers at all nodes. Then we derive an optimal power
allocation scheme to maximize the achievable rate. Simulation
results show that the achievable sum rate increases as the number
of taps used for pre-equalization and equalization at the subcarriers
increases.

Index Terms— FBMC, two-way relaying, decode and forward,
multi-tap filters, power allocation, convex optimization.

I. INTRODUCTION

Filter-bank multi-carrier (FBMC)/Offset-QAM (OQAM) is an
attractive multi-carrier modulation technique since it does not
transmit an additional cyclic prefix (CP) and its subcarrier signals
are shaped with waveforms that have significantly less spectral
leakage than CP-OFDM [1], [2]. In general, due to the use of
OQAM modulation schemes, orthogonality between subcarriers can
be realized in multi-path fading scenarios. Thus, single-tap equal-
izer techniques for OFDM system can be directly implemented.
However, when the channel is highly frequency selective, the inter-
symbol interference (ISI) and inter-carrier interference (ICI) is
inevitable unless the modulated signal is filtered by multi-tap pre-
equalizers and/or equalizers [3]. Multi-tap filter designs have been
considered for point-to-point (P2P) channels [4]. Previous works
on FBMC based two-way relaying (TWR) systems include [5] and
[6]. They study only power allocation and relay scheduling schemes
in a cognitive radio context. They do not consider the ISI and ICI
and thus are not suitable for highly frequency selective channels.

In this paper we study the design of the multi-tap filters as well
as the power control scheme for FBMC/OQAM coded two-way
decode-and-forward (DF) relaying systems in a highly frequency
selective channel. The goal is to obtain the achievable rate region
subject to transmit power constraints at all nodes. To this end, a
joint design of the pre-equalizers and equalizers at the relay as
well as at the user terminals (UTs) over all subcarriers is required.
To avoid an intractable optimization problem, we resort to sub-
optimal solutions. That is, we first determine the pre-equalizer
and equalizer schemes. The optimization problem is then turned
into a power allocation problem, which is still non-convex due
to the existence of residual ICI and ISI. We devise an efficient
polynomial time convex optimization based algorithm to solve this
problem. The developed algorithm can be viewed as an extension
of the polynomial time DC (POTDC) solution in [7]. Simulation

results show that the achievable rate of the FBMC/OQAM based
relaying system increases as the number of filter taps used for pre-
equalization and equalization at each subcarrier increases.

II. SYSTEM MODEL

We consider a three-node TWR system, where two UTs (UT1
and UT2) communicate with each other via the help of a DF relay.
Every node has a single antenna and operates in a half-duplex mode.
A complete transmission takes two time slots. In the first time slot,
also known as the multiple access channel (MAC) phase, both UTs
transmit to the relay. To combat the strong time dispersion of the
channel, a multi-tap pre-equalizerai,m[k] (i ∈ {1, 2} and m ∈
{1, · · ·M}) is applied per subcarrier per UT before the OQAM
symbolsxi,m[k] = di,m[k]θi,m[k] pass through a low-pass filter
fm[n], i.e., the synthesis filter bank (SFB) [4]. The transmitted
FBMC/OQAM signal from thei-th UT is thus written as [8]

si[n] =

M−1∑

m=0

+∞∑

k=−∞

√

Pi,m(xi,m[k] ∗ ai,m[k]) · fm

[

n− k
M

2

]

wherefm[n] = p[n]ej
2πm
M

(n−
(4M−1)

2
) and p[n] is the prototype

filter, which is defined in the same way as in [4]. The signaldi,m[k]
denotes the real symbol drawn from a PAM constellation with
zero mean and unit variance andθi,m[k] is used for generating the
corresponding OQAM symbol, whereθi,m[k] = 1 if (m + k) is
even andθi,m[k] = j if (m+ k) is odd. Note that due to the rate
conversion different sampling indices have been used, where the
indexn represents the high rate signals while the indexk represents
the low rate signals. The energy of the prototype filter is normalized
such that

∑+∞

n=−∞ |p[n]|2 = 1 [8]. The variablePi,m denotes the
transmit power allocated to them-th subcarrier of thei-th UT. A
transmit power constraint at thei-th UT has to be fulfilled such
that

∑+∞

n=−∞ E{|si[n]|
2} ≤ PU, ∀i.

Let hi,R[n] denote the channel impulse responses (CIRs) from
the i-th UT to the relay,∀i. The received signal at the relay is

r[n] =

2∑

i=1

hi,R[n] ∗ si[n] + νR[n], (1)

where νR[n] denotes zero-mean circularly symmetric complex
Gaussian (ZMCSCG) noise. The relay uses a DF relaying strategy.
Thus, it decodes and re-encodes the received signal. The decoding
process starts by feeding the received signal to the analysis filter
bank (AFB) [4]. Following a similar manipulation as in [4], the
filtered complex data on theq-th subcarrier at thek-th instant at
the relay is then obtained as

r̃q[k] =

q+1∑

m=q−1

2∑

i=1

√

Pi,mbR,q[k] ∗ xi,m[k] ∗ ai,m[k] ∗ gi,q,m[k]

+ bR,q[k] ∗ ν̃R,q[k],
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wherebR,q[k] is the per-subcarrier multi-tap equalizer at the relay,
gi,q,m[k] = (fm[n]∗hi,R[n]∗f

∗
q [−n])↓M

2
, andν̃R,q[k] = (νR[n]∗

f∗
q [−n])↓M

2
, where(·)↓M

2
represents the downsampling by a factor

M
2

and the ZMCSCG noise term̃νR,q[k] has varianceσ2
R. To

estimate the binary messages of the UTs, it is useful to extract
the real part of the received signal, i.e.,r̂q[k] = ℜ{θ∗q [k]r̃q[k]},
whereℜ{·} denotes the real part [8]. After the binary information
is recovered, a network coding scheme should be applied. Here
it is assumed that an optimal network coding scheme is used
[9]. Let xR,m[k] = dR,m[k]θR,m[k] denote the OQAM symbols,
which contain the network coded binary information for both UTs.
Again, per-subcarrier multi-tap pre-equalizersaR,m[k] are utilized
by the relay to counteract the channel fading effects. In the second
time slot, also known as the broadcasting channel (BC) phase, the
transmitted FBMC/OQAM signal from the relay is expressed as

r̄[n] =

M−1∑

m=0

+∞∑

k=−∞

√

PR,m(xR,m[k] ∗ aR,m[k])fm

[

n− k
M

2

]

.

The transmit power constraint at the relay has to be fulfilled such
that

∑+∞

n=−∞ E{|r̄[n]|2} ≤ PR.

Let us define the CIR from the relay to thej-th UT ashR,j [n],
wherej ∈ {1, 2} andj 6= i. At the receiver side of thej-th UT, a
similar decoding procedure as at the relay is performed. Moreover,
let us define the per-subcarrier multi-tap equalizer at thej-th UT
as bj,m[k]. Then the received complex-valued signal on theq-th
subcarrier at thek-th instant of thej-th UT is derived as

yj,q[k] =

q+1∑

m=q−1

√

PR,mbj,q[k] ∗ xR,m[k] ∗ aR,m[k] ∗ ĝj,q,m[k]

+ bj,q[k] ∗ ν̃j,q[k],

where ĝj,q,m[k] = (fm[n] ∗ hR,j [n] ∗ f∗
q [−n])↓M

2
, ν̃R,q[k] =

(νj [n] ∗ f∗
q [−n])↓M

2
, and ν̃j,q[k] is the per-subcarrier ZMCSCG

noise with varianceσ2
U, ∀q, j.

Our goal is to design the pre-equalizers (ai,m[k] andaR,m[k])
and the equalizers (bR,m[k], bi,m[k]) as well as the power allocation
schemes (Pi,m, PR,m) at the UTs and at the relay such that the
achievable rate of the system is maximized.

III. FIXED DESIGN OF THE EQUALIZERS AND THE
PRE-EQUALIZERS

Before we formulate the rate optimization problem, it is worth
mentioning that the joint design of multi-tap equalizers and pre-
equalizers is difficult and might be intractable. This is because dif-
ferent subcarriers are coupled due to the ICI and ISI, which is well-
known for FBMC-based P2P systems [4]. A single tap filter would
be much easier to handle but provides only a limited performance
improvement in a highly frequency selective channel. Therefore,
inspired by [4], we consider pairing the multi-tap equalizers (pre-
equalizers) and single tap pre-equalizers (equalizers) in the MAC
and the BC phase. This results in a suboptimal solution but it
provides a trade-off between the computational complexity and the
performance improvement. More specifically, in the MAC phase,
both UTs use multi-tap pre-equalizers and the relay uses single tap
equalizers, i.e.,bR,m[k] = 1, ∀m, k. In the BC phase, the UTs
use multi-tap equalizers while the relay uses again single tap pre-
equalizers withaR,m[k] = 1, ∀m, k. In the rest of this section our
goal is to design pre-equalization and equalization strategies when
Pi,m andPR,m are set to 1,∀i,m. After this, we formulate the
desired signal power and the interference power as a function of
more general power allocation vectors.

With the above settings, it is possible to express the real-valued
received signal̂rq[k] in a vector-matrix form, i.e.,

r̂q[k] =

q+1∑

m=q−1

2∑

i=1

√

Pi,ma
T
i,mGi,q,m[k]di,m[k] + ℜ{ν̃R,q[k]}

=

2∑

i=1

√

Pi,qa
T
i,qGi,q,q[k]eℓdi,q[k]

︸ ︷︷ ︸

desired signal

+

2∑

i=1

1+La1
+La2

+Lg1+Lg2
∑

ℓ̄=1,ℓ̄ 6=ℓ

√

Pi,qa
T
i,qGi,q,q[k]eℓ̄di,q,ℓ̄[k]

︸ ︷︷ ︸

inter-symbol interference

+
2∑

i=1

q+1∑

m̄=q−1,m̄ 6=q

√

Pi,m̄a
T
i,m̄Gi,q,m̄[k]di,m̄[k]

︸ ︷︷ ︸

inter-carrier interference

+ℜ{ν̃R,q[k]}

wheredi,m[k] = [di,m[k + La1 + Lg1] · · · di,m[k − La2 − Lg2]]
T,

ai,m =
[
ℜ{āi,m}T ℑ{āi,m}T

]T
∈ R

2(1+La1
+La2

), and
āi,m = [ai,m[−La1 ] · · · ai,m[La2 ]]

T ∈ C
1+La1

+La2 for
i = 1, 2. It is assumed thatLa1 = La2 = La. The
matrices Gi,q,m[k] =

[
ℜ{Ḡi,q,m}T ℑ{Ḡi,q,m}T

]T
and

Ḡi,q,m ∈ C
(1+2La)×(1+2La+Lg1+Lg2) denote the convolution

matrix of the effective channelgi,q,m[k], which is block Toeplitz.
The indicesLg1 and Lg2 depend on the excess delay of the
channels and the pulse length of the prototype filter [4]. The
column selection vectoreℓ is defined as theℓ-th column of the
identity matrix I1+2La+Lg1+Lg2 , where ℓ = 1 + La + Lg1.
We propose to design the augmented pre-equalization vectors
ai,m such that the signal-to-leakage-plus-noise ratio (SLNR) is
maximized. This design is suboptimal but it allows computing
each ai,m independently. Thereby, the desired signal power
of the the i-th UT on the q-th subcarrier is calculated as
Pi,q,sig = E{|

√
Pi,qa

T
i,qGi,q,q[k]eℓdi,q[k]|

2} = aT
i,qΩi,qai,q,

where Ωi,q = Pi,qGi,q,q[k]eℓe
T
ℓ Gi,q,q[k]

T. The leaked signal
power from theq-th subcarrier ofi-th UT includes both the ISI and
the ICI that it introduces to the two adjacent subcarriers. It is calcu-
lated asPi,q,leak = aT

i,qΛi,qai,q, whereΛi,q = Pi,qGi,q,q[k](I −
eℓe

T
ℓ )Gi,q,q[k]

T +
∑q+1

m̄=q−1,m̄6=q Pi,qGi,m̄,q[k]Gi,m̄,q[k]
T. Let

‖ai,q‖ = 1 and let us define the SLNR of thei-th UT on theq-th
subcarrier as

SLNRi,q =
aT
i,qΩi,qai,q

aT
i,qΛi,qai,q + σ2

R/2
=

aT
i,qΩi,qai,q

aT
i,q(Λi,q + Iσ2

R/2)ai,q
.

(2)
Then the maximization problemmaxai,q

SLNRi,q is a generalized
Rayleigh quotient problem. The optimal solution isPmax{(Λi,q +
Iσ2

R/2)
−1

Ωi,q}, wherePmax{·} computes the dominant eigen-
vector of a square matrix.

Similarly, the received real-valued signal̂yj,q =
ℜ{θ∗j,q[k]yj,q[k]} on theq-th subcarrier of thej-th UT is

ŷj,q[k] =

q+1∑

m=q−1

√

PR,mb
T
j,qG̃j,q,m[k]dR,m[k] + b

T
j,qν̄j,q[k] (3)

wherebj,q, G̃j,q,m[k], anddR,m[k] have the same form asaj,m,
Gi,q,m[k], anddi,m[k] by changingLa1 to Lb1 , La2 to Lb2 , and
gi,q,m[k] to ĝj,q,m[k]. The design strategy is chosen such that the
equalizers at different UTs and different subcarriers are devised
independently. To this end, we choose the maximization of the
SINR as the design criterion, i.e., we maximize the achievable
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SINR on each subcarrier of each UT [4]. It should not be difficult to
foresee that a generalized Rayleigh quotient problem is formulated
and an optimalbj,q is obtained in a closed-form. Again,bj,q is
normalized to have unit norm. The details are omitted here due to
the space limitation.

As long as the multi-tap filters at the UTs are fixed, we can
calculate the signal power as well as the interference power on
each subcarrier of each UT as a function of the power allocation
vectorspi = [Pi,1 · · · Pi,M ] andpR = [PR,1 · · · PR,M ].
This is important for the design of optimal power control schemes
in the next section. For notational simplicity, we will drop the
time index k from now on. Then the received signal power
at the m-th subcarrier of the relay and from thei-th UT is
computed asPiR,m,sig = h̄T

i,R,mpi. The vectorh̄i,R,m has all
zero elements except for them-th element, which is given by
Pi,m,sig/Pi,m. The corresponding interference power (including
the ICI and the ISI) is calculated asPiR,m,int = zT

i,R,mpi.
The vector zi,R,m has also all zero elements except for
the (m − 1)-th, m-th, and (m + 1)-th elements, which are
aT
i,m−1Gi,m,m−1[k]Gi,m,m−1[k]

Tai,m−1, aT
i,mGi,m,m[k](I −

eℓe
T
ℓ )Gi,m,m[k]Tai,m, andaT

i,m+1Gi,m,m+1[k]Gi,m,m+1[k]
Tai,m+1,

respectively. Similarly, the received signal power and the
interference power on them-th subcarrier of thej-th UT are
derived asPRj,m,sig = h̄T

R,j,mpR and PRj,m,int = zT
R,j,mpR,

respectively. Note that̄hR,j,m and zR,j,m can be obtained by
replacingai,m in h̄i,R,m andzi,R,m with bj,m, and by replacing
G with G̃. Moreover, the transmit power constraints at the UTs and
at the relay are formulated as

∑+∞

n=−∞ E{|si[n]|
2} = 1

Tpi ≤ PU,
∀i, and

∑+∞

n=−∞ E{|r̄[n]|2} = 1
TpR ≤ PR, respectively.

Remark 1. We can alternatively apply multi-tap filters only at the
relay while the UTs only perform power allocation. In this way the
computational burden of the filters at the UTs is completely moved
to the relay. However, the filter design at a two-way relay is more
challenging since the filter on each subcarrier has to guarantee the
quality of service for both UTs.

IV. OPTIMAL POWER CONTROL SCHEME

Let R12 and R21 denote the achievable rate from UT1 to
UT2 and from UT2 to UT1 in a FBMC based DF TWR system,
respectively. By applying the information-theoretic analysis in [9]
and its extension to the OFDM system in [10], we can show that
R12 andR21 are upper bounded by

R12 ≤ min

{

µ
M∑

m=1

I(d1,m; r̂m|d2,m), (1− µ)
M∑

m=1

I(dR,m; y2,m)

}

R21 ≤ min

{

µ
M∑

m=1

I(d2,m; r̂m|d1,m), (1− µ)
M∑

m=1

I(dR,m; y1,m)

}

R12 +R21 ≤ min

{

µ

M∑

m=1

I(d1,m, d2,m; r̂m)

}

(4)

where µ denotes the portion of the MAC phase in a complete
transmission and the time interval of a complete transmission is nor-
malized to 1. The functionI(·) calculates the per-subcarrier mutual
information. In this paper the residual ICI and ISI after applying
the multi-tap filters are treated as noise. According to [11], it can

be shown thatI(di,m; r̂m|dj,m) = log2

(
hT
i,R,mpi+σ2

R/2

zT
i,R,m

pi+σ2
R/2

)

, where

hi,R,m = h̄i,R,m + zi,R,m. Similarly, we haveI(dR,m; yj,m) =

log2

(
hT
R,j,mpR+σ2

R/2

zT
R,j,m

pR+σ2
R
/2

)

, wherehR,j,m = h̄R,j,m + zR,j,m, and

I(d1,m, d2,m; r̂m) = log2

(
hT
1,R,mp1+hT

2,R,mp2+σ2
R/2

zT
1,R,m

p1+zT
2,R,m

p2+σ2
R
/2

)

.

Let us define the exchange rate asRx = min(R12, R21).
According to [10], given a fixedµ the achievable rate region
problem of the FBMC/OQAM modulated DF TWR system, i.e.,
the maximization of the exchange rateRx subject to transmit power
constraints and the rate constraints in (4), is equivalent to solving
two subproblems. These are the maximization of the MAC rate and
the BC rate. DefineRMAC andRBC as the achievable exchange
rate in the MAC phase and in the BC phase, respectively. The
maximization of the MAC rate is formulated as

max
RMAC,p1,p2

RMAC

s.t. RMAC ≤ µ
M∑

m=1

log2

(

hT
i,R,mpi + σ2

R/2

zT
i,R,mpi + σ2

R/2

)

, i = 1, 2

RMAC ≤
µ

2

M∑

m=1

log2

(

hT
1,R,mp1 + hT

2,R,mp2 + σ2
R/2

zT
1,R,mp1 + zT

2,R,mp2 + σ2
R/2

)

1
T
p1 ≤ PU,1

T
p2 ≤ PU, (5)

and the maximization of the BC rate is given by

max
RBC,pR

RBC

s.t. RBC ≤ (1− µ)
M∑

m=1

log2

(

hT
R,j,mpR + σ2

R/2

zT
R,j,mpR + σ2

R/2

)

, j = 1, 2

1
T
pR ≤ PR. (6)

The optimal solution of (5) and (6) are also optimal for the original
rate region problem. This is due to the fact that the power control at
the UTs, which is only relevant in the MAC phase, is not coupled
with the power control at the relay, which is only relevant in the BC
phase. We haveRx = min(RMAC, RBC). Unlike its CP-OFDM
counterpart in [10], these two subproblems are non-convex due to
the residual ICI and ISI terms, i.e., the logarithmic terms in the
constraints are non-convex. In the following, we devise an efficient
convex optimization based iterative method to solve (5). The same
method can be used to solve problem (6) since it has the same
structure as (5).

The first constraint in (5) can be rewritten as

RMAC − µ
M∑

m=1

log2

(

h
T
i,R,mpi + σ2

R/2
)

+ µ

M∑

m=1

log2

(

z
T
i,R,mpi + σ2

R/2
)

≤ 0. (7)

Since the logarithmic function is a concave function [12], it can
be shown that all the logarithmic terms in (7) are concave with
respect topi. Thus, the left-hand side of equation (7) contains
differences of concave functions (DC), which are non-convex. The
non-convexity lies in the logarithmic terms with plus signs. To
mitigate the non-convexity, we introduce an auxiliary variableti
and reformulate (7) into the following two constraints

RMAC − µ

M∑

m=1

log2

(

h
T
i,R,mpi + σ2

R/2
)

+ ti ≤ 0

µ
M∑

m=1

log2

(

z
T
i,R,mpi + σ2

R/2
)

− ti ≤ 0. (8)

Clearly, the non-convexity is now in the second inequality. To
deal with it, we propose to use a linear approximation of the
logarithmic function of multivariate (vector) variables, e.g., the
first order Taylor series of the logarithmic function. The first order
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polynomial approximation oflog2
(
zT
i,R,mpi + σ2

R/2
)

at a vector
pi,ini is given by

log2

(

z
T
i,R,mpi + σ2

R/2
)

≈
1

log(2)

(

log
(

z
T
i,R,mpi,ini + σ2

R/2
)

+
zT
i,R,m

zT
i,R,mpi,ini + σ2

R/2
(pi − pi,ini)

)

(9)

Note that the same linear approximation can be applied for allm.
The constraints (8) can be modified as

RMAC − µ

M∑

m=1

log2

(

h
T
i,R,mpi + σ2

R/2
)

+ ti ≤ 0

µ
M∑

m=1

1

log(2)

(

log
(

z
T
i,R,mpi,ini + σ2

R/2
)

+
zT
i,R,m

zT
i,R,mpi,ini + σ2

R/2
(pi − pi,ini)

)

− ti ≤ 0. (10)

Clearly, for a fixedpi,ini, all the constraints in (10) are convex. The
other two non-convex constraints can be convexified in the same
way. Finally, problem (5) is reformulated as

max
RMAC,p1,p2,ts,ti,∀i

RMAC

s.t. RMAC − µ
M∑

m=1

log2

(

h
T
i,R,mpi + σ2

R/2
)

+ ti ≤ 0, i = 1, 2

µ
M∑

m=1

1

log(2)

(

log
(

z
T
i,R,mpi,ini + σ2

R/2
)

+
zT
i,R,m

zT
i,R,mpi,ini + σ2

R/2
(pi − pi,ini)

)

− ti ≤ 0, i = 1, 2

RMAC ≤
µ

2

M∑

m=1

log2

(
2∑

i=1

h
T
i,R,mpi + σ2

R/2

)

− ts,

µ

M∑

m=1

1

log(2)

(

log

(
2∑

i=1

z
T
i,R,mpi,ini + σ2

R/2

)

+

∑2
i=1 z

T
i,R,m(pi − pi,ini)

∑2
i=1 z

T
i,R,mpi,ini + σ2

R/2

)

− ts ≤ 0,

1
T
p1 ≤ PU,1

T
p2 ≤ PU, (11)

Since the objective function and the constraints are convex, problem
(11) is a convex problem and thus can be solved efficiently using
the interior-point algorithm in [12]. However, the best initial vectors
pi,ini, ∀i, are unknown. It is therefore natural to use an iterative
method and update the initial vectors in each iteration. Here, the
initial vectorsp(o)

i,ini, ∀i, at theo-th step are the optimal solutions
of pi, which are obtained by solving problem (11) at the(o− 1)-
th step. Note that if problem (11) is solvable at theo-th step,
then the corresponding optimal valueR(o)

MAC should be larger
than or equal to the optimal value for the same problem at the
(o − 1)-th step, i.e.,R(o−1)

MAC . Otherwise, ifR(o)
MAC < R

(o−1)
MAC , it is

contradictory to the objective function. Moreover, the vectorspi,ini

are bounded from below and above becausepi are bounded,∀i.
Hence, only a finite number of iterations is required. Furthermore,
the solution generated by this iterative method converges to the
Karush-Kuhn-Tucker (KKT) point of the original problem (5). This
can be derived straightforwardly from Proposition 3.2 of [13].
Summarizing, the proposed method provides a polynomial time
solution and the generated sequences converge to at least a local
optimum of problem (5). Finally, the proposed joint design of pre-
equalizers and the power control scheme in the MAC phase is

described in Algorithm 1. The same method can be used to solve
problem (6). We do not show the details due to the space limitation.

Remark 2. The linear approximation of the log function has also
been used to solve a problem with the sum of DC terms in our
previous work [7]. There, it is proposed to use the first order Taylor
expansion of the log function with a scalar variable, e.g.,log(α).
The same approach could be also used to convert each non-convex
term and it would introduce6M additional constraints. In contrast,
the proposed iterative design uses the Taylor expansion of the
log function with a vector-valued variable, and only3 additional
constraints are introduced. Thus, the proposed iterative design is
computationally more efficient whenM is large.

Algorithm 1 Iterative algorithm for solving the MAC rate region
problem (5)

1: Initialize: input: hi,R[n], ∀i, set o = 0, pi,ini = 1PU/M ,
R

(0)
MAC = 0, and the threshold valueǫ.

2: Main step:
3: Find SLNR based solutionsai,m, ∀i,m as in Section III, and

computehi,R,m andzi,R,m, ∀i,m.
4: repeat
5: o = o+ 1
6: Solve problem (11) in order to find the optimal valueR(o)

MAC

andp(o)
i , i = 1, 2.

7: pi,ini = p
(o)
i , ∀i

8: until
∣
∣
∣R

(o)
MAC −R

(o−1)
MAC

∣
∣
∣ ≤ ǫ

V. SIMULATION RESULTS AND CONCLUDING
REMARKS

The proposed iterative design is evaluated using Monte-Carlo
simulations. The maximum transmit power at all nodes is set to
unity and identical noise variances are assumed such thatσ2

U =
σ2
R = σ2

n. The SNR is defined asSNR = 1/(Mσ2
n). We consider

the Vehicular A and the Vehicular B channel models as in [4]. The
sampling frequency is set to 15.36 MHz and the subcarrier spacing
is 15 kHz, which impliesM = 1024 subcarriers in total.
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Fig. 1. Achievable sum rate vs. SNR forµ = 0.5, M = 1024,
La = Lb. For CP-OFDM12.5 % CP is applied.

Fig. 1 shows that the achievable sum rate increases as the
number of taps increases. A12.5 % gain, i.e., the spectral efficiency
loss due to the CP part, over CP-OFDM is achieved especially
when the length of the multi-tap filters is sufficiently large. To have
a trade-off between the computational complexity and the system
performance, we recommend to useLa = Lb = 5.
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