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ABSTRACT

We introduce in this paper a novel non-blind speech enhance-
ment procedure based on visual speech recognition (VSR). The
latter is based on a generative process that analyzes sequences of
talking faces and classifies them into visual speech units known
as visemes.

We use an effective graphical model able to segment and label
a given sequence of talking faces into a sequence of visemes.
Our model captures unary potential as well as pairwise interac-
tion; the former models visual appearance of speech units while
the latter models their interactions using boundary and visual
language model activations. Experiments conducted on a stan-
dard challenging dataset, show that when feeding the results of
VSR to the speech enhancement procedure, it clearly outper-
forms baseline blind methods as well as related work.

Index Terms— Visual speech recognition, probabilistic
graphical model, belief propagation, model-based speech en-
hancement

1. INTRODUCTION

Over the past twenty years many authors have focused on audio-
only methods for speech enhancement. The majority of these
methods are based on generalized signal-to-noise ratio (SNR)
dependent weighting rules and their accuracies degrade with
increasing levels of noise in different environments [1]. Several
studies support that speech perception is a multi-modal pro-
cess which is highly influenced by articulatory movements of
speakers’ faces. One of the most popular examples that exhibits
the multimodal nature of speech perception is known as the
McGurk effect [2]: this illusion shows that when a voice saying
/ba/ was presented with a face articulating /ga/ most subjects
heard /da/. It is therefore admitted that visual speech analysis
is essential in order to enhance audio processing systems, es-
pecially when the underlying acoustic signals are captured in
noisy environments [1]. Recently, many works have focused on
HMM-based audiovisual speech methods [3] within a Wiener
filtering framework [4]. The growing interest in this research
area reflects the need to design robust visual speech analyzer for
real-world application, including speech signal enhancement.

In this work, we propose a new framework for continuous
visual speech recognition (VSR) based on probabilistic graphi-
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cal models. Our goal is to effectively discriminate and decode
visual speech units in continuous talking sequences for audio
speech enhancement. To this end, we propose a viseme-based
speech enhancement procedure able to deal with challenging
and highly degraded continuous speech.

This work includes two main contributions:

e We propose a unified probabilistic framework that simul-
taneously recognizes and delimits boundaries of visual
units in continuous speech. Our decoding scheme is
based on a probabilistic graphical model that (i) explores
in an efficient way the search space of possible speech
units as well as their boundaries and then (ii) scores and
selects the most likely configurations according to speech
segment local evidence and contextual constraints.

e We introduce a viseme-based speech enhancement pro-
cedure where VSR is used as a front-end of a speech
separation algorithm. Our solution is based on a popular
compositional model.

The rest of this paper is organized as follows: Section 2 provides
the general framework of visual speech recognition using prob-
abilistic graphical model. Section 3 describes the benefit from
using visual speech units in order to accurately monitor speech
enhancement. Experiments and results obtained are reported in
section 4, before concluding in section 5.

2. VISUAL SPEECH RECOGNITION

Visemes are visual speech units associated to phonemes in
spoken languages. As phonemes are sometimes difficult to dis-
tinguish, especially in noisy environments, visemes provide a
complementary information that enhances discrimination be-
tween speech units. In practice, visemes result from grouping
phonemes with similar visual appearances.

Considering P as a fixed set of 41 phoneme labels, we use
a surjective mapping 7 : P — V, with m, V being resp. a
mapping and a set of visemes taken from [5] (see table 1).
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JEFFERS MAP [5]

Viseme Phonemes Viseme Phonemes

A /1 v/ H /sl 12/

B let/ low/ It/ faal /ael lay/
/w/ hah/ fuw/ I /eh/ /ah/ fey/ /ih/

C /vl Ip/ Im/ iyl Iyl lax/

D Jaw/ I dr

E /dh/ /th/ /n/ /dx/

F /ch/ /jh/ [sh/ K /k/ Ig/ Ing/ /hh/

G /oy/ [ao/ S /sil/

Table 1. Linguistic-based “many-to-one” viseme mapping
used in our experiments. Phonemes are clustered into 11
viseme classes plus silence viseme.

Our goal is to tackle continuous speech recognition by find-
ing a sequence of viseme labels and their boundaries (V*,v*),
that maximizes a posterior probability

(V*,v") = argmaxy, , P(V,~v[X), )
here X = [z, 22, ..., 27] is a sequence of successive multidi-
mensional input observations (corresponding to a given talking
person) and V = [v}, 02 ... v"] is the underlying (unknown)
sequence of visual speech umt labels with each v* € V. We
also define v = [y!,~2,...,9™] as n (unknown) positive val-
ues that delimit time intervals of each visual speech unit in V
with 70 < 4! < ... < 4" = T and 7 = 0; so the time
interval associated to v' is defined as ]y* =1, v¢].

Graphical models provide a natural way of encoding depen-
dencies and interactions between visual speech segments, as a
left-to-right chain structure (see figure 1). A sequence X of
successive input observations is divided into speech atomic seg-
ments as X = {x }; where x}, = [z7% ... 20tD¢[isa
temporal window of successive observations of length w. In
what follows, xfu is referred to as attribute. In practice we take
w = 2.

We model a distribution over labeling of attributes via a fac-
tor graph where each node is associated to a random variable
that describes a given attribute. This model makes it possible to
propagate beliefs through nodes based on their local evidences
and their interactions (see sections 2.1, 2.2).
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We use Belief Propagation (BP) to predict the optimal con-
ﬁguratlon of labels V = [v!, 0?2 ... v"] associated to v =
[v',~v%,...,7"] by minimizing an objective function which
trades off unary potential and binary interaction terms [6].

2.1. Kernel-based unary potential

Considering X as the union of all possible sequences taken from
the same distribution as X, we define 7, = {(x’,,v")}; as a
training set with each x!, corresponds to an attribute instance
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Fig. 1. Illustration of the graphical model

i.e. a well delimited subsequence' and v' its viseme label in 1V
(taken from a well defined ground truth).

Multi-class SVMs use a mapping P, that takes data from the
input space to a high (possibly infinite) dimensional space and
find an optimal separating hyperplane in that high dimensional
space. Given classes {v € V}, training is achieved by solving
the following quadratic programming problem
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here f,(x%) = (w,, ®(x%))) +b,, with w, and b, being respec-
tively hyperplane normal and bias associated to a given class
veEVandw = {wy}p, b = {by},. £ = {¢}iand I(.) is a
convex loss function. Note that, in practice, we use string kernel
maps for ® [7]. Details about the design of these kernel maps,
out of the main scope of this paper, are deliberately omitted and
can be found in [7].

We define attribute unary potential by turning the scores pro-
vided by SVMs for different viseme classes into class probabil-
ity distribution using the method in [8]. The latter is based on
the Levenberg-Marquardt algorithm that uses an additional sig-
moid in order to define class probability distribution.

¢i(x%,,v) o (1 + exp{ A, fo(x},) + Bv}) _1, 4)
here A, and B, are optimized once by minimizing a local neg-
ative log-likelihood on a training set.

2.2. Pairwise potential

We propose binary interaction terms that take into account two
types of contextual constraints: temporal context and semantic
context. The purpose of this new designed pairwise potential is
(i) to enforce the consistency between temporally close attribute
labels and (ii) to enforce agreement between different linked at-
tribute labels (i.e. in potential boundaries) based on high-level
viseme language model.

lany subsequence of observations, taken from a given sequence in X’ but
corresponds to a single viseme, is decomposed into w-length window sam-
ples with an overlap factor of 0.5.
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Boundary activation. Let’s define a boundary activation func-
tion as

YA, = o(sp — Aij) (5)
with s, being a boundary detection score (described below) and
o(x) = 1/(1+exp(—1.4-z)) is alogistic function. In the above
equation, parameters {\;; };; are different for each possible la-
bel transition v* — v in order to perform context re-scoring.
In practice, \;; is set to the proportion of pairs of viseme labels
present in a training dataset.

We compute HOGHOF[9] spatio-temporal descriptors
along trajectories of locations {p}, tracked around the mouth.
A boundary detection score sy, is obtained by applying an SVM.
The latter is trained with histogram intersection kernel on a
population of boundary (positive) and non-boundary (negative)
features. A feature is defined as A;; = [A}}],, with A}, being
the [o-norm of the difference between the HOGHOF descriptors
taken from location p at two consecutive frames.

Viseme language model. In order to build the viseme language
model, we automatically generate transcriptions (at the viseme
level) from a large corpus of data. For that purpose, we use
the Carnegie Mellon pronouncing dictionary?. Jeffers [5] map-
ping is applied in order to convert the phonetic transcriptions
into viseme sequence. The bigram viseme language model cor-
responds to a smoothed probability distribution P on pairs of
viseme labels, estimated by parsing and counting the frequen-
cies of all pairs of viseme labels present into the training corpus.
Considering 11, (v',v7) = P(v?,v7), we write the pairwise
potential function as

P c- g 1—c¢)- vhvl) vt #E !

i (v, 07) = { 1 _wgzij ( ) Yum (V" )vi :723'

(6)
This pairwise potential function is used in order to propagate
attribute labels through the structure of the graphical model
according to the boundary activation function ¥, and the
language model function 1, while ensuring temporal label
consistency; as shown in this model, high values of these two
functions, encourage label transition whereas smaller values (of
YA, in particular) keep the same label. Note that ¢ = 0.76 and
this provides good behavior of our model.

We use sum-product message passing to efficiently and ef-
fectively solve the inference problem (1) (see [6] for more de-
tails). This algorithm iteratively updates labels of random vari-
ables associated to the graphical models according to the con-
straints imposed by the proposed unary and pairwise potential.

3. MULTIMODAL SPEECH ENHANCEMENT

3.1. Compositional model

Our framework is based on a popular compositional model, in
which the magnitude spectra of an audio signal is modeled by a
linear combination of a set of spectral bases that represent char-
acteristic spectro-temporal patterns.

Zhttp://www.repository.voxforge 1.org/download/SpeechCorpus

We consider a dictionary of speech atoms Dy = [D,],cp
with each D, associated to the phoneme y € P, and a dictio-
nary of noise atoms D,,. Actually, the atoms in the dictionary
span three audio-frames. In order to set out dictionary atoms?
from phonetically labelled training material, we use examplar-
based characterization [10].

Assuming additivity of speech and noise, each noisy audio
observation z, taken from a given sequence of successive audio-
frames, can be approximated as a linear combination of atoms,
which manages to reveal the most likely atomic components as
such

T~ Z Doy (x) + Dy (z) = Da(z) @)
yeP

where o, (x) and o, () resp. define the non-negative activa-
tion weights for each speech and noise atoms. We note D =
[DsD,,] the combination of speech and noise dictionaries, and
a(z) = [aa(x)" ... opp|(z) an(z)'] the combination of non-
negative activation vector into a single vector.

We apply non-negative matrix factorisation to construct a
sparse representation of the observed mixture, by minimizing
the number of active atoms. Again, o, () and o, () resp. de-
scribe the spectral realization of each phoneme class y and the
noise class, contributing to the observed mixture.

3.2. VSep: Viseme-dependent separation

Given X = [Jcl, x2, .. xT] a sequence of successive input ob-

servations corresponding to a given speaker, the proposed con-
tinuous VSR algorithm finds the optimal decoded sequence of
visemes V = [v},v2 ... v"] and correponding time interval
v = [v4 %, ...,7"] as discussed in section 2. Knowing the
viseme v’ € V for any segment of speech enables us to re-
strict the bases required to compose instances of the current
pronounced phoneme. Thus for each noisy audio observation

xt G]'yiil, fyi], the compositional model can be written as

Tt~ E

yEP /7 (y)=v*

Dyay(xi) + Dnan(xi) ()

An estimate of the clean speech spectrum is derived from
a(z') by a Wiener-type filtering as Dsas(2%)/Da(x?) with
D = [D.D,,] and a,(z") = [§[x(y) —v']- a (z*)'];,cp where
4 is the Kronecker delta function.

Finally the clean waveform is estimated using the reconstructed
speech spectrogram by combining it with the noisy phase, and
applying the inverse discrete fourier transform.

4. EXPERIMENTS

4.1. Experimental condition

We use the GRID audio-visual sentence corpus [11] in order
to evaluate our method. Two male and two female speakers

3Phoneme specific - and noise - atoms are resp. obtained by drawing ran-
dom spectral vectors from segments of corresponding phonemes samples,
and segments of non-speech corrupted signal.
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Fig. 2. These figures show experiments on the GRID set. Viseme decoding accuracy is shown in (a). Noisy and VSep-based
filtered spectrum of the GRID sentence “bin blue at f two now” with added white noise at 0dB SNR and 10dB SNR are resp.
shown in (b1) and (b2). Speech enhancement PESQ scores comparing blind and non-blind filtering methods are shown in (c).

recordings were divided into a training and a testing sets. It
was recorded at 25 fps with a spatial resolution of 720 x 576
pixels. The acoustic speech for each utterance is encoded at 256
kbps with a sampling rate of 44.1kHz. The sentences follow a
unique grammatical structure each one composed of a combi-
nation of six word commands: verb, color, preposition, letter,
digit, and coda (e.g. "bin blue at f two now”). Phonetic tran-
scriptions were automatically generated using a Viterbi forced
alignment procedure [12].

The test sets for all speakers are artificially distorted with
white noise at SNR ranging from 10dB to 0dB. As discussed in
section 3.2, viseme-based speech separation is achieved using a
dictionary of 200 atoms per phoneme class.

To asses the quality of the enhanced speech, we used PESQ
[13] as a objective quality measurement which correlates with
perceived speech quality.

4.2. Results and comparison

Figure 2-a shows the confusion matrix obtained when segment-
ing and labelling visual speech units. Our proposed graphi-
cal model effectively decodes visemes with an accuracy that
reaches 79.4%, in comparison with 71.1% obtained when the
estimated viseme posteriors (as described in section 2.1) are fed
into a conventional HMM/GMM system. The authors of [14]
provide HMM-based recognition results and show an accuracy
of 73.1% for speaker-dependent experiments.
It appears that our proposed architecture indeed capture the tem-
poral dynamics of visual speech of which our graphical model
makes full uses. Note that recent methods [15, 16, 17] were in-
troduced for visual-only speech recognition task but none were
tested on continuous visual speech. The systems were used for
classifying isolated words/phrases, as in [3] where authors re-
ported visual-only GRID-word recognition accuracy of 84.1%.
It is unknown whether these methods are suitable for recogni-
tion at the viseme level.

Figure 2-b shows spectrograms of utterance “bin blue at f
two now” distored with white noise resp. at an SNR of 0dB
(b1) and 10db (b2), and after VSep filtering. We note that VSep

filtering has successfully removed large amounts of noise at all
SNRs, in non-speech and speech periods.

Figure 2-c presents objective quality measure for differ-
ent blind (i.e., without knowing viseme classes) and non-blind
speech enhancement procedures. It also relates the quality of
the unprocessed signal (NNC) as reference.

-The results show that VSep outperformed standard well-
established audio-only speech enhancement method, the log
minimum mean square error (LMMSE).

-We compare our framework with a recent successful method
called rwin-HMM [3] which used audiovisual GRID-word
recognition and a synthesis model. Both results show simi-
lar performance®, although VSep tend to be more robust in very
challenging condition (0dB SNR).

-Viseme decoding performance and quality of speech en-
hancement was correlated running a “controlled” procedure
(F-Vsep). We used forced-align viseme transcription when run-
ning viseme-based speech enhancement. We note that F-VSep
slightly improves speech separation and offers best objective
quality measures. It reflects the importance to propose accurate
VSR systems, especially in large-vocabulary continuous speech
conditions.

5. CONCLUSION

We introduced in this paper a unified probabilistic framework
that recognizes and simultaneously delimits boundaries of vi-
sual units in continuous speech. We proposed a kernel-based
unary potential and a pairwise interaction terms that capture vi-
sual speech segment local evidence and contextual constraints.
A viseme-based speech enhancement procedure is presented
and state-of-the-art performances in challenging noisy condi-
tions has been shown.

As a future work we are investigating the design of more com-
plex phoneme-to-viseme relationship in order to handle the
natural asynchrony of audio-visual speech.

4Since training/testing sets from [3] are unknown, only behaviour can be
compared.
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