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ABSTRACT

Hospitals are increasingly utilizing business intelligence and analyt-
ics tools to mine electronic health data to uncover inefficiencies in
care delivery (e.g., slow turnaround times, high readmission rates).
Given that the expertise and experience of healthcare providers may
vary significantly, an area of potential improvement is optimizing
the way patient cases are recommended to clinical experts (e.g.,
the pathologist who is most adept at diagnosing a rare cancer). In
this paper, we propose an expert selection system that automatically
matches a given patient case to the best available expert consider-
ing both the available contextual information about a patient (e.g.,
demographics, medical history, signs and symptoms, past interven-
tions) and the congestion of the expert. We prove that as the number
of patients grows, the proposed algorithm will discover the best
expert to select for patients with a specific context. Moreover, the al-
gorithm also provides confidence bounds on the diagnostic accuracy
of the expert it selects. While the proposed system can be applied
in many scenarios, we demonstrate its performance in the context
of assigning mammography exams to individual radiologists for
interpretation. We show that our proposed system can improve cur-
rent clinical practice by improving overall sensitivity and specificity
of screening exams compared to random assignment.Finally, since
each expert can only take a certain number of diagnosis decisions
on a daily basis, we show how our system can take the experts’
workload into account as well as the expertise when deciding how
to select experts.

1. INTRODUCTION
A pressing challenge in today’s healthcare environment is matching
the increased capacity to generate clinical data with a comparable
ability to analyze and derive insights from this data to improve the
efficiency and accuracy of care delivery. The utilization of healthcare
informatics tools and decision support systems to mine patterns and
quality metrics from structured clinical data is vital. Current standard
of practice is largely guided by evidence provided by randomized
clinical trials and published as systematic reviews or clinical prac-
tice guidelines.A drawback of current evidence sources is that they
do not take into account the diversity in terms of patients and their
health states, level of expertise exhibited by healthcare profession-
als, and the tests and equipment available at different institutions.
[1] For instance, studies have shown that less experienced radiolo-
gists have higher false-positive rates than experienced radiologists
when detecting breast cancer from mammography images, and the
detection accuracy over different healthcare providers ranges from
2.6% to 15.9% [2]

One approach towards compensating for these differences and
providing uniform care to patients is the implementation of data-
driven Clinical Decision Support Systems (CDSSs). These systems

have been demonstrated to improve a variety of detection and di-
agnostic tasks in areas such as lung cancer [3], breast cancer [4, 5]
and diabetes [6]. Although recent surveys show that CDSSs have
improved the accuracy of clinical decision making process for some
applications [7], their effectiveness may vary significantly depend-
ing on institution and patient population [8]. The success of a CDSS
or a human expert is based on many factors, including the complex-
ity of the diagnostic problem, the training of the personnel using
the CDSS, and the ease of use of the CDSS by healthcare profes-
sionals. One of the key challenges faced by health clinics is deciding
which CDSS to use, understanding under what circumstances should
a CDSS be used, optimizing the selection of individual healthcare
professionals based on cases in which they achieve the highest diag-
nostic performance.

Complementing prior efforts to develop CDSSs for different di-
agnostic tasks, this paper studies the broader problem of managing
the clinical workflow by dynamically assigning unseen patient cases
to the appropriate expert. Here, expert collectively refers to multi-
ple sources for obtaining a diagnosis: a clinician, a CDSS, or or
a combination of them (e.g., using the CDSS as a first-pass reader
then having an expert review the results). Our proposed system for
discovering expertise exploits the fact that the diagnosis accuracy
can be accurately characterized and predicted using a set of rele-
vant contexts of the patient. While in practice, contexts may include
information that is not explicitly documented in the patient record
(e.g., a physician’s experience, subtle features seen in a radiologic
image), we initially limit our modeling to structured information in
the medical record that can be utilized in the decision making pro-
cess of the expert. Our methodology uses the context of the patient
to estimate the level of expertise exhibited by the expert and assigns
the expert by optimizing the trade off between their expertise and
congestion cost. The level of the expertise is defined based on the
accuracy of their diagnostic and congestion cost is defined as a func-
tion ofthe number of patient cases assigned to them. An important
challenge is the dimensionality of information contained within the
context of a patient, which includes vast set of features that are ir-
relevant to the diagnosis of the expert. Filtering out these features is
crucial for both improving the learning speed of the expertise, i.e.,
learning accurately from a small number of patients, and reducing
the time it takes to diagnose, i.e., showing only the relevant contexts
to the expert, hence reducing the time the expert needs to analyze
and figure out which context is relevant and which is not. In the pro-
posed method, the relevant contexts are learned online, based on past
patient data and expert recommendations, and expertise recommen-
dations are adapted based on the relevant contexts.

In summary, this paper proposes a novel algorithm that (i) learns
online the diagnostic accuracy of different human experts and/or
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Fig. 1. Expertise Recommendation System

CDSSs for different patient types and cases, (ii) assigns an expert
to each specific case based on their estimated diagnostic accuracies
and current congestion costs, (iii) discovers the contexts that are rele-
vant to the diagnosis and filters out the irrelevant contexts, (iv) learns
the current diagnostic performance of experts and can automatically
adjust the assignment of new cases (e.g., to compensate for fatigue)
or alert the primary care physician (PCP) ordering the exam about
potential issues.

For proposed algorithm, we formally (i) prove that it converges
to the optimal expert recommendation, (ii) provide confidence
bounds on the diagnostic accuracy of the recommended expert.

2. RELATED WORK
Most of the prior work does not consider the context of the patient,
which can be easily extracted from their electronic health records.
A key challenge for the works that do consider contextual informa-
tion is that the contexts are high-dimensional and hence, the context-
driven decisions are plagued by the curse of dimensionality. For ex-
ample, [9] proposes penalizing the irrelevant contexts with an L1
norm cost. However, they assume a linear dependence between the
context and labels. Our methodology is more general and does not
require linearity.

Some of the existing solutions [10, 11, 12, 13, 14] propose en-
semble learning techniques. These works show asymptotical con-
vergence results to the optimal without any convergence rate. On
the contrary, we provide confidence levels to the selection of our
method, which is especially important for the health care systems.

Our proposed method builds on and significantly extend con-
textual bandits, which have been introduced and studied before in
[15, 16, 17, 18, 19]. The key differences are that our method (i) learns
the relevant contexts, and decides experts to assign based on them,
which results in significantly faster learning, (ii) tradeoffs diagnostic
accuracy and congestion, (iii) learns the expertise levels by safe ex-
plorations, which are essential to ensure that the patient safety is not
compromised.

3. PROBLEM FORMULATION
The set of all experts including human experts and CDSSs are de-
noted by F . The number of experts is F = |F|, where | · | is the
cardinality operator. Patients arrive sequentially and are indexed ac-
cording to their arrival times by n = 1, 2, . . . , N . The context vector
of patient n is x(n) = (x1(n) . . . xD(n)), where D is its dimen-
sion,1 xd(n) is the type-d context, and D =: {1, . . . , D} is the set

1Each dimension represents a different type of context. For example, first
dimension may represent age, second dimension may represent weight, third
dimension may represent gender, etc.

of context types. The space that type-d contexts belong to is denoted
by X d, and the (joint) context space is denoted by X = ×d∈DX d.
Without loss of generality we assume that the contexts are normal-
ized, i.e., X d = [0, 1] for all d ∈ D. However, our algorithm will
work and our results will hold for any discrete or continuous X d
provided that is is bounded.

For the nth patient the following events happen sequentially: (i)
the context vector x(n) of the patient is extracted from an electronic
health record and/or by evaluation of the PCP or a nurse ; (ii) based
on the estimated diagnostic accuracies and the current congestion
levels of the experts, the algorithm recommends one of the experts
a(n) ∈ F to the PCP, and outputs a confidence bound on the di-
agnostic accuracy of the recommended expert for x(n), (iii) upon
evaluating the case, the recommended expert recommends a diag-
nosis ŷa(n)(n) ∈ Y for the patient, where Y is the set of possible
diagnosis recommendations (in the application of breast cancer, this
set includes breast tumor being malignant or benign); (iv) after some
delay, the true health state of patient y(n) ∈ Y is revealed,2 ;(v) the
algorithm adapts its expert recommendation strategy. See figure 1 for
pictorial description of our system.

For each patient n with context vector x(n), let πdf (xd(n)) be
the marginal diagnostic accuracy (or simply, accuracy) of expert
f ∈ F , where f(xd(n)) is the diagnosis recommendation of ex-
pert f when only type-d context information of the patient is shown
to the expert. The diagnostic rule used by expert f , i.e., f(·), can be
either deterministic or random, and is not required to be known by
the system.

An expert will make similar diagnosis decisions for patients with
similar contexts [20]. This is formalized as follows.
Definition 1. Similarity Property. For each f ∈ F and d ∈ D, there
exists constants α > 0 and L > 0, such that for all x, x′ ∈ X d, we
have

|πdf (x)− πdf (x′) ≤ L|x− x′|α ∀d ∈ D (1)

and

|πf (x)− πf ′(x)| ≤ Z|max
d∈D

πdf (xd)−max
d∈D

πdf ′(x
d)|. (2)

Making a diagnosis for a new patient requires a certain amount
of time devoted by the expert. Hence, an expert gets congested when
too many new patients are recommended, which results in delay in
making a diagnosis. We model this as the congestion cost cf (n),
which is given as cf (n) = min{cf (n− 1) + ux(n)I(α(n) = f)−
pfδ(n − 1, n))+, 1}, where pf ∈ [0, 1] is the amount of work that
expert f can do in one unit of time, δ(n− 1, n) is the time between
the arrival of patient n − 1 and n, and ux,f ∈ [0, 1] is the amount
of work to diagnose the patient with context x and cf (0) ∈ [0, 1]
for all f ∈ F . We assume that cf (n) is known (as ux and pf can be
calculated from the historical patient data).

For expert f and patient n, the diagnosis reward is defined as
rf (n) := I(ŷf (n) = y(n)), which is 1 if the diagnosis is correct
and 0 otherwise. This reward is observed only after the true health
state y(n) is revealed.

The goal of our systemis to maximize the total net reward for
the patients that have arrived so far, where the net reward of a pa-
tient n is defined as rf (n) − λcf (n), where the constant λ > 0
set by the clinic captures the tradeoff between accuracy and con-
gestion (delay). This corresponds to minimizing the regret with re-
spect to the benchmark solution (which has the same tradeoff fac-
tor). Our benchmark is the solution which selects the expert in F

2Our algorithm will also work when the true health state of some patients
is never recovered by simply disregarding the history related to that patients.
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with the highest net reward given the context vector x(n) for pa-
tient n. Specifically, the solution we compare against is given by
f∗n(x) := arg maxf∈F

(
maxxd∈x

(
πdf (xd)− λcf (n)

))
, ∀x ∈

X and ∀n = 1, 2, . . . N . Since f∗n(x) calculated based only on the
marginal accuracies of the experts for the patient n and their conges-
tion level, we call f∗n(x) as the the marginal best available expert
given the patient’s context x(n). Different from prior work [15, 16],
in which the recommendation depends on the context of the patient,
in our benchmark, the recommendation also depends on the patient
index n, since different patients experience different congestion lev-
els. Hence, the benchmark may be different for the patients with the
same contexts. This benchmark is the optimal policy among all the
policies that shows the experts only the relevant context of the pa-
tients, instead of the entire context vector.

We define the regret to be the loss incurred due to the unknown
expertise. Regret of a learning algorithm which recommends an ex-
pert a(n) ∈ F for patient n is defined as

Reg(N) :=
N∑
n=1

πf∗n(x(n)) − λcf∗n(x(n))(n)

− E

[
N∑
n=1

ra(n)(n)− λca(n)(n)

]
.

Regret gives the convergence rate of the total expected reward of the
learning algorithm to the value of the benchmark solution f∗n(x),
x ∈ X .

4. DISCOVER THE EXPERT (DEX)

The basic idea behind our Discover the Expert (DEX) algorithm is
to learn the accuracies of different experts while requesting diagno-
sis recommendations from them in an efficient way. There are two
operation phases of DEX: safe exploration and exploitation. In an
exploitation phase, DEX is very confident about its expert selection
decision and recommends the expert with the highest estimated net
reward. In the safe exploration phase, DEX tries an expert whose
net reward is not known accurately, i.e., an expert with a high un-
certainty in the estimated diagnostic accuracy. Hence, in a safe ex-
ploration phase, DEX can alert the PCP when the overall diagnos-
tic performance of available experts is reduced or congested for the
given patient and context, in which case the PCP may decide to con-
sult another expert or utilize a combination of CDSS and expert In
both phases, the estimated accuracy of the selected expert is updated
after the true health state of the diagnosed patient is revealed.

DEX adaptively divides the context space into finer and finer
regions as more patients arrive such that the regions of the context
space with large number of arrivals are explored more accurately
than regions of the context space with small number of arrivals, and
then only uses the observations in those sets when estimating the
diagnostic accuracies of the experts.

DEX keeps separate counters, estimates and intervals of context
for each type- d context to learn the relevant context type.

Intervals of Contexts Let Pl(C) be the uniform partition of a 1-
dimensional space C formed by intervals of length 2−l+1 intervals,
where l is called the level of the partition. The set of all intervals
which can be elements of a partition of X d is Pd = ∪∞l=1Pl(X d).

Active Context Subspace. For the patient n and type of context-
d, DEX keeps an active partition of X d denoted by Adn, such that
∪C∈Ad

n
C = X d. Let Cd(n) denote the interval inAdn that the type-

d context xd(n) lies in, and C(n) = (C1(n) . . . CD(n)) be the set

of intervals in which context x(n) lies in. The expert recommenda-
tion decision for patient n is done only based on the past information
from patients whose contexts lie in C(n).

Activation, Partitioning and Deactivation. Once an interval
Cd ∈ Pd is activated (becomes part of Adn, we maintain a counter
T dC that records number of patients with contexts arriving to Cd be-
ginning from its activation. A level l interval Cd stays active until
the first patient n such that T dC > A2pl (where p > 0 and A > 0
are the algorithm input parameters), which is to ensure that the num-
ber of active hypercubes are logarithmically many in the number of
patients. Then, it is further partitioned into 2 intervals, which are
denoted by Pl+1(Cd). The intervals on the set Pl+1(Cd) are ac-
tivated while the interval Cd is deactivated. The set of active in-
tervals for the type-d contexts for the patient n becomes Adn =
(Adn \ Cd) ∪ Pl+1(Cd).

Let T dCd(n) be the number of patients that arrived before patient
n, whose type-d contexts are contained in the interval Cd (starting
from its activation). For f ∈ F , let T dCd,f (n) be the number patients
before patient n that are recommended to expert f , whose type-d
contexts are contained in Cd (starting from its activation).

When patient n arrives, DEX first identifies C(n). Then, it
determines whether to explore or exploit. Let SdC(n) := {f ∈
F : T dCd,f (n) ≤ H(n)} where H(n) is a control function
for the patient n, which determines whether the experts are ex-
plored sufficiently many times among the similar patients. Let
SC(n) = ∪d∈DSdC(n). If there exists d ∈ D such that SC(n) 6= ∅,
then DEX recommends the least congested expert in this set, i.e
a(n) ∈ minf∈Sd

Cd
(n) cf (n). If SC(n) = ∅, DEX first discov-

ers the relevant context drel ∈ arg maxd∈D r̄
d
Cd,f (n) − λcf (n),

then recommends the expert based on the relevant context type
drel, a(n) ∈ arg maxf∈F r̄

drel
Cdrel ,f

(n) − λcf (n), where r̄dCd,f (n)

is the sample mean diagnostic accuracy of the expert f among the
patients whose type-d context lies in the hypercube Cd. Define
EdCd,f as the set of rewards that are collected through past patients
whose context lies in Cd and are recommended to expert f . Then,
marginal sample mean diagnostic action rewards can be computed
as r̄dCd,f := (

∑
r∈Ed

Cd,f

r)/(|EdCd,f |).

Let µdf (xd) := πdf (xd) − λcf (n) be the expected marginal
reward of expert f for a patient with type-d context xd ∈ Xd.
For type-d hypercube Cd, let ẋdCd denote the context at the geo-
metric center of Cd and let µ̇df,Cd := µdf (ẋdCd). Let Ldf,Cd(n) =

{|r̄df,Cd(n)− µ̇df,Cd | ≥ BL2−l(C
d)α} where B := 2/(L2−α) + 2,

Lf,C(n) := ∪d∈DLdf,Cd(n) and LC(n) := ∪f∈FLf,C(n). When
LC(n) happens, we say that marginal expected reward estimate is
inaccurate for at least one expert f . If LC(n) happens, the expert
selection is called suboptimal, otherwise near optimal.

Theorem 1. The regret of DEX is O
(
DFNf(α) logN

)
where

f(α) =
2+α+

√
9α2+8α

2+3α+
√

9α2+8α
.

Theorem 1 gives a bound on the long-term performance of DEX.
It shows that the regret bound is sub linear in the number of pa-
tient arrivals which guarantees that DEX converges to the marginal
best available expert. This implies that the convergence rate to the
marginal best available expert is O(N1−f(α)). Notice that this does
not depend on the dimension of the context since only the relevant
context is used when recommending the experts. It also shows that
the regret increases linearly with number of experts. We note that the
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Initialization: Ad1 = P(X d), T dCd(1) = 0, r̄dCd,f (1) = 0,
T dCd,f = 0, cf (1) = 0 ∀f ∈ F ,∀Cd ∈ Ad1 and ∀d ∈ D
while n ≥ 1 do

Update the congestion cost cf (n) ∀f ∈ F
Find hypercube Cd that xd(n) lies in
T dC(n) + + ∀d ∈ D
if ∃d ∈ D s.t. SdCd(n) 6= ∅ then

Explore the relevance of context type drel = d.
Recommend expert a(n) ∈ minf∈Sd

Cd
(n) cf (n).

else
Discover the relevant context
drel ∈ arg maxd∈D r̄

d
Cd,f (n)− λcf (n))

Select diagnostic action
a(n) ∈ arg maxf∈F r̄

drel
Cdrel ,f

(n)− λcf (n)).
end if
Receive diagnostic recommendation ŷa(n)(n).
Receive true health state y(n)
Compute reward ra(n)(n) = I(ŷa(n)(n) = y(n)).

r̄
drel
Cdrel ,a(n)

=
Td

Cdrel ,a(n)
r̄
drel
Cdrel ,a(n)

+ra(n)(n)

T
drel
Cdrel ,a(n)

+1
.

T drel
Cdrel ,a(n)

+ +.

if ∃d ∈ D s.t.T dCd(f) > A2pl then
Adn = (Adn \ Cd) ∪ Pl+1(Cd)

end if
end while

Fig. 2. Pseudocode of the DEX algorithm.

regret is the gap between the total expected reward of the optimal
policy and the total expected diagnostic reward of DEX. Since the
performance of optimal policy never gets worse as more experts are
introduced, the benchmark will improve. Therefore, the total reward
of DEX will improve even if the regret increases with F .

Corollary 1. The average learning loss goes to zero,
i.e., limN→∞ Reg(N)/N = 0.

Corollary 1 shows that the loss due to not knowing the exper-
tise (compared to the optimal policy that knows the accuracies of all
the experts for all contexts) goes to zero as the number of patients
increase, which is a direct result of Theorem 1.

Theorem 2. If DEX is in exploitation phase for patient n, then with
probability min

{
0, 1− 2FD

n2

}
, the recommendation is made by a

near optimal expert in set F − LC(n).

The proofs of Theorem 1 and 2 can be found in our extended
paper in [21]. In a clinical setting, for interpreting the diagnosis rec-
ommendation provided by DEX, clinicians may want to know the
confidence about the proposed diagnosis recommendation for the pa-
tient under consideration. Theorem 2 shows that DEX can provide
the clinicians sharp confidence bounds on the diagnostic accuracy of
the expert it selects. These bounds reveal the context-specific exper-
tise level of the human experts or CDSSs, e.g. a CDSS may excel
at diagnosing cancers in a specific type of patients (having dense
breasts) while another may excel at another type.

5. ILLUSTRATIVE RESULTS
To illustrate the performance of our proposed system, we consider a
breast cancer data set provided by UCLA radiology department de-
identified set of data on 11050 patients who undergo breast screening
seen at our institution’s medical center.A radiologist interprets the

breast image of the patients and assigns a BI-RADS score. Score ‘1’
is negative, ‘2’ and ‘3’ are associated with benign, ‘4’ is suspicious,
‘5’ is highly probable malignancy, and ‘6’ is known malignancy. The
diagnostic decision of the medical expert is considered using this
interpretation. The dataset has following information which is used
as the context: patient’s age, imaging modality and breast density
information.

Comparison of diagnostic accuracy : Table 1 provides a com-
parison of DEX against a random selection strategy, which we call
”worklist assignment”, representing a simplification of how experts
are assigned to cases today. As seen from the table, DEX outper-
forms the random recommendation strategy by 20% in terms of
the diagnostic accuracy. We also compare DEX with a version of
DEX that does not adaptively generate the context partition, which
is called DEX no context (DEX-NC). It is observed that DEX also
outperforms DEX-NC by 10% in terms of the diagnostic accuracy.

Table 1. Comparison of DEX with other algorithms
Methods DEX DEX-NC Worklist
Diagnostic Accuracy 81.17% 73.41% 68.45%

Results on congestion cost Table 2 and 3 provide a comparison
of the diagnostic accuracy and the worklist assignment of the experts
under two different models (i) a model that assumes congestion cost,
and (ii) a model that does not consider congestion. Table 2 shows the
fraction of times the expert 1, 2, 3 (the most congested experts) and
rest of them (Expert 4,5,6) are recommended. We simulate this by
taking congestion cost ux,f = 0.4 ,pf = 1, λ = 1 for all x ∈ X
and f ∈ F and arrival times δ(n− 1, n) ∼ exp(β). Smaller values
of β imply more frequent patient arrivals.

Table 2. Allocation of the Experts under congestion cost
Allocation No congestion β = 0.2 β = 0.1
Expert 1 67.39% 28.95% 21.87%
Expert 2 12.80% 27.19% 20.90%
Expert 3 7.25% 20.36% 18.15%
Other Experts 12.56% 23.5% 39.08%

As seen from the tables, the performance of DEX is minimally
affected and workload becomes more uniform among the experts
when the congestion costs are introduced. It also shows that by set-
ting the trade-off can be made between the congestion cost and di-
agnostic accuracy.

6. CONCLUSIONS
In this paper we proposed a context-adaptive medical diagnosis sys-
tem that selects from a pool of human experts and CDSSs to make
diagnosis recommendations. The system learns online, which con-
text of the patient to use, and which expert to rely on when mak-
ing diagnosis recommendations. We prove that the diagnostic accu-
racy of the proposed system converges to the accuracy of the best
context-adaptive expert. The proposed mechanism can also be used
for recommending and selecting experts in other settings in health-
care settings and beyond. For more details of the current work, see
[21].

Table 3. Resulting performance of DEX under congestion cost
Congestion No congestion β = 0.2 β = 0.1
Diagnostic Accuracy 81.17% 79.90% 77.93%
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[13] Peter Bühlmann and Bin Yu, “Boosting with the l 2 loss: re-
gression and classification,” Journal of the American Statisti-
cal Association, vol. 98, no. 462, pp. 324–339, 2003.

[14] Aleksandar Lazarevic and Zoran Obradovic, “The distributed
boosting algorithm,” in Proc. of the seventh ACM SIGKDD in-
ternational conference on knowledge discovery and data min-
ing. ACM, 2001, pp. 311–316.

[15] John Langford and Tong Zhang, “The epoch-greedy algorithm
for contextual multi-armed bandits,” Advances in Neural In-
formation Processing Systems, vol. 20, pp. 1096–1103, 2007.

[16] Aleksandrs Slivkins, “Contextual bandits with similarity in-
formation,” in 24th Annual Conference on Learning Theory
(COLT), 2011.

[17] Tyler Lu, David Pal, and Martin Pal, “Contextual multi-armed
bandits,” in International Conference on Artificial Intelligence
and Statistics, 2010, pp. 485–492.

[18] Wei Chu, Lihong Li, Lev Reyzin, and Robert E Schapire,
“Contextual bandits with linear payoff functions,” in Proc.
of the International Conference on Artificial Intelligence and
Statistics (AISTATS), 2011.

[19] Cem Tekin and Mihaela Schaar, “Discovering, learning and
exploiting relevance,” in Advances in Neural Information Pro-
cessing Systems, 2014, pp. 1233–1241.

[20] William Hsu, Ricky K Taira, Suzie El-Saden, Hooshang Kan-
garloo, and Alex AT Bui, “Context-based electronic health
record: toward patient specific healthcare,” Information Tech-
nology in Biomedicine, IEEE Transactions on, vol. 16, no. 2,
pp. 228–234, 2012.

[21] Cem Tekin, Onur Atan, and Mihaela van der Schaar, “Discover
the expert: Context-adaptive expert selection for medical diag-
nosis,” IEEE Transactions on Emerging Topics in Computing,
2015.

2109


