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ABSTRACT
The most perceptual Full Reference Image Quality Assess-
ment metrics (FR-IQA) shared a common two-step model;
local quality measurement, and pooling. In this letter, a nov-
el pooling strategy based on harmonic mean is proposed to
predict the final quality score in FR-IQA. In contrast to arith-
metic mean, the harmonic mean tends to emphasize the con-
tributions from the local severely distorted regions or pixels in
the definition of assessment function using reciprocal trans-
formation. It is derived from the observations that human-
s visual attention is mostly affected with the region having
severely distorted points or regions. In addition, the relation-
ship of subjective visual quality with the quality score against
different levels of distortion in the images is described as a
non-linear procedure by introducing another reciprocal trans-
formation in harmonic mean. The proposed pooling strategy
is applied to some popular FR-IQA metrics, including SSIM,
GSSIM, and FSIM. The experimental results have demon-
strated that the metrics with proposed pooling strategy have
better performances compared to the standard versions, espe-
cially on the images with small but seriously distorted region-
s. The proposed pooling strategy is computationally very ef-
ficient since only one averaging operation and two reciprocal
transformations are required.

Index Terms— Image quality assessment, full reference,
pooling strategy, harmonic mean

1. INTRODUCTION

According to the availability of a reference image, image
quality assessment (IQA) models can be classified into full
reference (FR) methods, reduced reference (RR) methods,
and no reference (NR) methods [1][2][3]. This paper particu-
larly focuses on the FR methods.Among the existing FR-IQA
methods, most studies can be summarized into a general two-
step frame-work; a local quality measurement step followed
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Fig. 1. The frame-work of the two-step FR-IQA models.

by the pooling stage [4][5], as illustrated in Fig.1. In the
first step, usually a local quality map is computed from the
feature maps of both the reference and the distorted image. In
the second step, some popular pooling strategies are used to
obtain the final quality score. The average pooling method is
considered as an efficient and effective approach. It assumes
that the distortion of each pixel has equal contribution to the
image quality. For example, the famous structural similarity
index (SSIM) [6][7] constructs three feature similarity maps
at first stage, and use average pooling to predict the final s-
core. It is obvious that the assumption ignores visual attention
of the human vision system (HVS), which significantly de-
pends on the seriously distorted points and regions. Zhang et
al. [5] has recently proposed another pooling strategy that us-
es standard deviation to predict the image quality and achieve
better performance compared to other IQA metrics. However,
the standard deviation based pooling strategy is only adapted
in the local quality map of the gradient magnitude feature.
Since different regions and contents may affect the estimation
of local quality, various weighting strategies were proposed
based on the properties of HVS, these weighting strategies
include [8]: information content weighting [4], region type
weighting [9], visual fixation and quality based weighting
[10], using actual visual attention information [11], and a
feature map index (FSIM) [12]. These weighting strategies
may achieve better performance but at the expense of higher
computational complexity and longer run-time [3].

The proposed idea is based on two observations: 1) Hu-
man vision strongly depends on the seriously distorted region-
s than non-distorted regions, especially when the distorted re-
gions occupy a very small area in the whole image. The im-
age quality has a non-linear relationship with the distortion of
each pixel. In many case, if an image is corrupted or distorted
in a very small area and the remaining part of the image is
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(a) Refence Image (b) MSE=184.3 (c) MSE=1247.6

Fig. 2. The images are from the public database TID2008
[15]. (a) is a reference image, (b) is distorted with only t-
wo small white blocks, (c) is distorted with entirety intensity
shift.

perfect, the image quality drastically decreases with the pres-
ence of some local seriously distorted pixels or regions in the
images; the image quality of such an image is poorer than the
image with global unserious distortion, even if the distorted
regions are very small. 2) Subjective image quality against
decreasing/increasing metrics is also a non-linear procedure.
Actually the observation is validated with the definition of
popular metrics mean square error (MSE) and peak signal-
to-noise ratio (PSNR). PSNR, which can be considered as a
non-linear function of MSE, always has better performances
than MSE in image quality assessment [13].

Considering the perspective of human vision and compu-
tational cost, an efficient and effective pooling strategy with
harmonic mean is proposed in this paper. In order to better
exploit the advantages of the harmonic mean pooling, sepa-
rate pooling is used for each feature in the multi-feature map
generated in first stage. If there exists only one feature in the
first step, the harmonic mean pooling can be directly applied.
In this letter, the harmonic mean pooling strategy is applied
to some popular methods, they are SSIM [6], gradient SSIM
[14], and FSIM [12].

The contributions of the proposed work can be summa-
rized as: 1) a reciprocal transformation is used for a better
definition of subjective image quality, which is significantly
affected by small but seriously distorted regions in the image;
2) another reciprocal transformation is used to represent the
non-linear relationship between the subjective visual quality
and the quality scores for different levels of distortion in the
images; 3) the computational cost of proposed model is very
efficient, since it only contains one average operation and two
reciprocal transformations.

2. HARMONIC MEAN POOLING

For IQA metrics, the local quality map is obtained and nor-
malized to (0, 1], where small values represent the poor local
quality of the distorted images. The harmonic mean is one
of the several types of averaging operators, and the harmonic
mean H of the positive real numbers x=[x1,x2,..,xn] is de-

Fig. 3. The PLCC of using h and H to evaluate on LIVE,
TID2008, CSIQ databases.

fined as:

H(X) =
N∑N
i=1

1
xi

(1)

where N is the total number of values. The calculation of
the harmonic mean can be divided into two steps, and the
equation (1) can be rewritten as equation (2) and (3):

h(X) =
1

N

∑N

i=1

1

xi
(2)

H(X) =
1

h(X)
(3)

In first step as modeled in equation (2), the values of the
map are non-linearly transformed with the reciprocal opera-
tion and the arithmetic mean h is obtained. The smaller val-
ues will have higher impact in the reciprocal transformation
resulting in larger contributions in the average operation of
the equation (2). As a result, h experiences higher sensitivi-
ty against the smaller values of the map. At the same time,
many studies [10][11][16] have demonstrated that the worst
sections of the images attract more of the visual attention
of the observers. In other words, a small region of severely
distorted pixels will have significantly high influence on the
overall image quality. As shown in Fig.2 where: (a) is a refer-
ence image; (b) and (c) are the distorted images with different
distortion types; (b) is distorted with two small white block-
s, while (c) is distorted with an intensity shift in the entire
image. Although (c) is has much higher mean square error
(MSE) compared to (b), most people will agree that (c) has
better image quality in terms of subjective evaluation. The
Fig.2 explains that a small part of poor sections is very im-
portant for visual attention. Therefore, the non-linear trans-
formation is very suitable to cover the relationship between
the local worst sections and the whole image quality.

In the second step as modeled in equation (3), the second
reciprocal transformation is incorporated to obtain the final
pooling result H. The second reciprocal transformation incor-
porates the non-linear relationship between different distorted
images. It is used to improve the linear consistency between
the objective evaluation and the subjective evaluation. An ex-
periment is conducted to demonstrate that the linear consis-
tency with subjective evaluation of H is better than that of h.
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The harmonic mean pooling is used with the most popular
method SSIM [6], where h and H are used to evaluate the re-
spective image qualities. The non-linear regression method,
Pearson liner correlation coefficient (PLCC) is used to eval-
uate the performance on three large databases (LIVE [17],
TID2008 [15], and CSIQ [18]), as shown in Fig. 3. It can
be seen that H is quite better than h on all of three databases;
it is evidently improved by the second reciprocal transforma-
tion that incorporates the non-linear relationship between the
images.

3. FR-IQA ALGORITHMS WITH PROPOSED
STRATEGY

The final quality score (QS) using harmonic mean pooling is
computed after the extraction of the local quality map, simply
as:

QS =
∑M

j=1
ωjH(Xj) (4)

Where M is the number of similarity feature maps, Xj is the
similarity feature map, ωj is the weight that represent the sig-
nificance of the feature map Xj . The higher value of QS rep-
resents a better image perceptual quality.

3.1. SSIM with Harmonic Mean Pooling

The most popular IQA algorithm is the structural similarity
index (SSIM) [6][7]; the SSIM index uses three separate com-
parisons of the local luminance (l), contrast (c), and structure
(s) between the original and distorted image. The SSIM is
defined as:

SSIM(x, y) = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ (5)

where x and y represent two local image patches that are ex-
tracted from the original and distorted images, respectively. α
, β and γ are the parameters used to adjust the importance of
the three components. The overall SSIM value of the whole
image is obtained simply by averaging (arithmetic mean) the
SSIM map. The SSIM index contains three feature maps that
are finally grouped together by multiplying them. In order to
better exploit the benefits of the harmonic mean pooling, the
harmonic mean pooling is applied to each of the three fea-
ture maps. Therefore, the new formulated SSIM index using
harmonic mean pooling (HM-SSIM) is defined as:

HM − SSIM = ω1H(C) + ω2H(L) + ω3H(S) (6)

where C, L, and S are the three feature similarity maps; ω1

,ω2 and ω3 are the weights of the feature importance.

3.2. GSSIM with Harmonic Mean Pooling

The Gradient-based Structural Similarity (GSSIM) [14] is an
improved image quality assessment based on edge informa-
tion. It extracts the edge information using gradient opera-
tors to construct the gradient magnitude map; the structural

Table 1. The comparisons of the original and new formulated
merics .

CSIQ Database

Model SROCC KROCC PLCC RMSE

SSIM 0.876 0.691 0.861 0.133
HM-SSIM 0.941 0.781 0.938 0.091

GSSIM 0.872 0.686 0.861 0.133
HM-GSSIM 0.904 0.723 0.910 0.109

FSIM 0.924 0.757 0.912 0.108
HM-FSIM 0.947 0.792 0.942 0.088

TID2008 Database

Model SROCC KROCC PLCC RMSE

SSIM 0.775 0.577 0.773 0.851
HM-SSIM 0.832 0.632 0.820 0.769

GSSIM 0.731 0.569 0.762 0.873
HM-GSSIM 0.826 0.624 0.819 0.771

FSIM 0.881 0.695 0.874 0.653
HM-FSIM 0.893 0.703 0.873 0.656

LIVE2 Database

Model SROCC KROCC PLCC RMSE

SSIM 0.948 0.796 0.945 8.946
HM-SSIM 0.953 0.805 0.949 8.636

GSSIM 0.918 0.765 0.920 10.740
HM-GSSIM 0.943 0.784 0.937 9.477

FSIM 0.963 0.834 0.960 7.674
HM-FSIM 0.962 0.829 0.960 7.696

similarity is them calculated using similar technique as in the
SSIM. Similar to the HM-SSIM, the new formulated GSSIM
index using harmonic mean pooling (HM-GSSIM) is defined
as:

HM −GSSIM = ω1H(Cg) + ω2H(Lg) + ω3H(Sg) (7)

Where Cg , Lg , and Sg are the three feature similarity maps;
ω1, ω2 and ω3 are the weights of the feature importance.

3.3. FSIM with Harmonic Mean Pooling

Zhang et al. proposed a feature similarity (FSIM) index [12]
for full reference IQA based on the fact that human visual
system (HVS) understands an image mainly according to its
low-level features. Specifically, the phase congruency (PC)
is used as the primary feature in FSIM. In addition, the im-
age gradient magnitude (GM) is employed as the secondary
feature in the FSIM. The local quality similarity map is com-
puted as:

SPC(x) =
2PC1(x) · PC2(x) + T1

PC1
2(x) + PC2

2(x) + T1
(8)
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SG(x) =
2G1(x) ·G2(x) + T2

G1
2(x) +G2

2(x) + T2
(9)

After obtaining the local quality map, PC is used again as
a weighting function to derive a single quality score. Similar
to the HM-SSIM, the harmonic mean pooling is applied sep-
arately using PC and GM features. After obtaining the local
quality map, the harmonic mean pooling is used with FSIM
(HM-FSIM) as:

HM−FSIM = ω1H(SPC) + ω2H(SG) (10)

Where ω1 and ω2 are the weight of the feature importance.

4. EXPERIMENTAL RESULTS AND DISCUSSIONS

In order to verify the proposed IQA model, experiments were
conducted on three large scale publicly available databases:
LIVE [17], TID2008 [15], CSIQ [18]. Usually four importan-
t criteria are used to compare the performance in the evalua-
tion of the IQA metrics. The Spearman rank-order correlation
coefficient (SROCC) and the Kendall rank-order correlation
coefficient (KROCC) are used to estimate the test agreement
between the DMOS and model predictions. The Pearson liner
correlation coefficient (PLCC) is used to evaluate the predic-
tion accuracy, and the root mean square error (RMSE) is used
to evaluate the prediction consistency.

For HM-SSIM and HM-GSSIM, the parameters of the
first step are not change, in the pooling strategy, ω1=0, ω2=ω3

=0.5. During the experiment, we find that the structural fea-
ture is much important than local luminance feature, and
the paper [16][19] demonstrated that ignoring the luminance
comparison produces no drop in metric performance. For
HM-FSIM, we set the parameters as ω1=ω2=0.5. The pro-
posed new formulated metrics and their original metrics
performance is presented in Table I.

In terms of the prediction performance observed in the
Table I, most of the new metrics with harmonic mean pooling
perform better than the original metrics. It can be noticed that
the harmonic mean pooling improves the performance of the
popular IQA metrics. Moreover, the pooling strategy is very
easy to apply on the other IQA metrics that involve the two-
step procedure shown in Fig.1.

The experiments in Fig.4 are used to demonstrate that the
pooling strategy is having a better performance especially for
the images with small but serious distortion. As shown in
Fig.4, two examples are presented to evaluate the difference
of the new formulated and original metrics. The images (b)
and (e) have small patches of heavily distorted regions; (c)
and (f) are distorted overall with blur and noise. The compar-
ison results of distorted images in Fig.3 are presented in Table
II.

It can be observed from Table II and Fig.3 that the har-
monic mean pooling offers a better performance in the images
with small patches of heavy distortion. The small patches of

(a) (b) (c)

(d) (e) (f)

Fig. 4. (a)and (d) are reference images, and the others are
distorted image. (b) and (e) are only with small part heavily
distorted sections. (c) and (f) are with whole distorted of blur
and noise. Most people may agree that (c) is better than (b),
and (f) is better than (e).

Table 2. The comparison scores of distorted
images in Fig.4.

Model (b) (c) (e) (f)

SSIM 0.988 0.981 0.980 0.957
HM-SSIM 0.974 0.990 0.861 0.977

GSSIM 0.977 0.941 0.976 0.799
HM-GSSIM 0.928 0.970 0.767 0.932

FSIM 0.993 0.992 0.978 0.962
HM-FSIM 0.995 0.996 0.925 0.978

heavy distortion would have a highly negative impression on
human vision system and subjective assessment. From Table
II, it can be noticed that SSIM, GSSIM, and FSIM produced
a wrong assessment of the image quality, but we can see that
HM-SSIM, HM-GSSIM and HM-FSIM get the correct eval-
uation.

5. CONCLUSIONS

In this paper, a novel pooling strategy based on harmonic
mean is proposed to calculate the final quality score on the
local quality map. A reciprocal transformation is used to em-
phasize the larger weight of the local seriously distorted re-
gions in the averaging. Another reciprocal transformation is
applied to describe the non-linear relationship between the vi-
sual quality and the quality scores. Experimental results have
indicated that the proposed pooling strategy achieves better
performances than the original popular metrics used in the
subject validation. In addition, the proposed pooling strate-
gy is also very easy and efficient to implement in the metrics
definition, since only few simple operations are required.
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