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ABSTRACT

Images of outdoor scenes could be degraded by haze, fog, and
smoke in the atmosphere. In this paper, we propose a novel sin-
gle image haze removal algorithm by introducing a minimal color
channel and a sky region compensation term. A simplified dark
channel is computed via the minimal color channel. The transmis-
sion map is first estimated by using the simplified dark channel. To
avoid amplifying noise in the sky, a non-negative sky region com-
pensation term is proposed to adjust the transmission map in the
sky. The map is then refined via a content adaptive guided image
filter and is finally applied to recover the haze image. Experimental
results on outdoor images with haze and without haze demonstrate
that the proposed algorithm outperforms existing algorithms.

1. INTRODUCTION

Images of outdoor scenes often suffer from bad weather condi-
tions such as haze, fog, smoke and so on. The light is scattered
and absorbed by the aerosols in the atmosphere, and it is also
blended with airlight reflected from other directions. This process
fades the color and reduces the contrast of captured objects, and
the degraded images often lack visual vividness. Therefore, haze
removal is highly demanded in image processing, computational
photography and computer vision applications [1].

It is very challenging to remove haze from hazed images be-
cause the haze depends on unknown depth information, especially
when there is only a single haze image. This is because the haze
removal problem is under-constrained in this case. Many methods
were presented by using multiple images or additional information
[2, 3, 4]. For example, haze is removed by using a polarization
based method in [3] through two or more images taken with dif-
ferent degrees of polarization. Depth information either from user
inputs or from 3D models is required by a depth based method in
[4]. Unfortunately, applications of the methods are limited because
of their requirements on the inputs. Recently, haze removal via sin-
gle image attracted much interest and made significant progresses.
A single image haze removal algorithm was proposed in [5] by
maximizing the local contrast of the restored image. The results
are visually compelling while they might not be physically valid.
The algorithm proposed by Fattal [6] is sound reasonable from the
physical point of view and it can also produce impressive results.
However, this algorithm could fail in presence of heavy haze. An
interesting dark channel prior based single image haze removal
algorithm was proposed in [7]. The dark channel prior is based
on an observation of haze-free outdoor images, i.e., in most of
the local regions which do not cover the sky, it is very often that
some pixels have very low intensity in at least one color (RGB)
channel. The algorithm is physically valid and can handle distant
objects even in images with heavy haze. However, noise in the
sky could be amplified and color in brightest regions could be

distorted by using the algorithm in [7] even though a lower bound
was introduced for the transmission map in [7]. It is thus desired to
design a new single image haze removal algorithm to avoid those
problems mentioned above.

In this paper, a new single image haze removal algorithm is
proposed by introducing a minimal color channel and a sky re-
gion compensation term. The minimal color channel of a pixel
is defined as the minimal value among all color components of
the pixel. A simplified dark channel is computed by using the
minimal color channel. The initial value of the transmission map is
estimated by using the simplified dark channel. The computational
cost of the new estimation method is lower than the cost of the
method in [7]. To avoid amplifying noise in the sky, a non-negative
sky region compensation term is proposed to constrain the initial
value of the transmission map in the sky. The map is then refined
via a content adaptive guided image filter (GIF) [11] and is finally
used to recover the haze image. The new haze removal algorithm
can avoid/reduce halo artifacts, noise in the sky, and color dis-
tortion from appearing in the dehazed image. In addition, a very
small amount of haze is left for the distant objects by the proposed
haze removal algorithm. As a result, the feeling of depth in the
dehazed image could be preserved better [15, 16]. Experimental
results show that the algorithm is applicable to both images with
haze and images without haze.

The rest of this paper is organized as follows. Existing works
on GIFs are summarized in Section 2. Section 3 includes details
on the proposed haze removal algorithm. Extensive experimental
results are given in Section 4 to illustrate the efficiency of the
proposed algorithm. Concluding remarks are provided in Section
5.

2. RELATED WORKS ON GUIDED IMAGE FILTERS

After estimating the transmission map via a dark channel prior, the
value of the transmission map can be refined by using a GIF [8] or
a content adaptive GIF [11]. In this section, both the GIF and the
content adaptive GIF are summarized such that it is easy to follow
the proposed single image haze removal algorithm.

In the GIF, a guidance image G is used which could be identi-
cal to the image X to be filtered. Let Ωζ1(p) be a square window
centered at a pixel p of a radius ζ1. It is assumed that the output
image Z is a linear transform of the guidance image G in the
window Ωζ1(p′) [18, 19, 20]

Z(p) = ap′G(p) + bp′ ,∀p ∈ Ωζ1(p′), (1)

where ap′ and bp′ are two constants in the window Ωζ1(p′). Their
values are obtained by minimizing a cost functionE(ap′ , bp′) which
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is defined as

E =
∑

p∈Ωζ1
(p′)

[(ap′G(p) + bp′ −X(p))2 + λa2
p′ ], (2)

where λ is a regularization parameter penalizing large ap′ .
The GIF is one of the fastest edge-preserving local filters and

it outperforms the bilateral filter [9] in the sense that the GIF can
avoid gradient reversal artifacts. However, the value of λ in the
GIF [8] is fixed. As such, halos are unavoidable for the GIF in [8]
when it is forced to smooth edges. A content adaptive GIF was
proposed in [11] to overcome the problem. The cost function in
Equation (2) is replaced by the following one:

E =
∑

p∈Ωζ1
(p′)

[(ap′G(p) + bp′ −X(p))2 +
λ

ΓG(p′)
a2
p′ ], (3)

where ΓG(p′) is an edge aware weighting and it is defined by using
local variances of 3× 3 windows of all pixels as follows [10]:

ΓG(p′) =
1

N

N∑
p=1

σ2
G,1(p′) + ε

σ2
G,1(p) + ε

, (4)

σ2
G,1(p′) is the variance of G in the window Ω1(p′). ε is a small

constant and its value is selected as (0.001 × L)2 while L is the
dynamic range of the input image. Due to the box filter in [8], the
complexity of ΓG(p′) is O(N) for an image with N pixels.

Due to the linear model in Equation (1), both the GIF and
the content adaptive GIF can transfer structure from the guidance
imageG to the output image Ẑ regardless of the smoothness of the
image X to be filtered. Both filters can thus be applied to refine
the transmission map with the luminance component of the haze
image as the guidance image.

3. THE PROPOSED HAZE REMOVAL ALGORITHM

In this section, a new haze removal algorithm is proposed by in-
troducing a minimal color channel and a non-negative sky region
compensation term.

The model adopted to describe the formulation of a haze image
is given as [1]

Xc(p) = Ẑc(p)t(p) +Ac(1− t(p)), (5)

where c ∈ {r, g, b} is a color channel index, Xc is the observed
intensity, Ẑc is the scene radiance, Ac is the global atmospheric
light, and t is the medium transmission describing the portion of
the light that is not scattered and reaches the camera.

The first term Ẑc(p)t(p) is called direct attenuation [5] and
it describes the scene radiance and its decay in the medium. The
second term Ac(1 − t(p)) is called airlight. Airlight results from
previous scattered light and leads to the shift of the scene color.
When the atmosphere is homogenous, the transmission t(p) can
be expressed as:

t(p) = e−αd(p), (6)

where α is the scattering coefficient of the atmosphere. It indicates
that the scene radiance is attenuated exponentially with the scene
depth d(p). The value of α is a monotonically increasing function
of the haze degree. When the haze becomes heavier, the term
Ac(1 − t(p)) dominates the combination. As a result, the hazed

image is smoother and the color fidelity of the hazed image is lost
more. The objective of haze removal is to restore Ẑ from the input
X . Halo artifacts, amplification of noise in sky regions, and color
fidelity are three major problems to be addressed for single image
haze removal [12, 13].

Let Φc(·) be a minimal operation along the color channel {r, g, b}.
Amin, Xmin(p) and Ẑmin(p) are defined as

Amin = Φc(Ac) = min{Ar, Ag, Ab}, (7)
Xmin(p) = Φc(Xc(p)) = min{Xr(p), Xg(p), Xb(p)}, (8)

Ẑmin(p) = Φc(Ẑc(p)) = min{Ẑr(p), Ẑg(p), Ẑb(p)}. (9)

Xmin and Ẑmin are called the minimal color channels of the im-
ages X and Ẑ, respectively. It can be derived from the haze image
model in Equation (5) that the relationship between the minimal
color channels Xmin and Ẑmin are given as

Xmin(p) = Ẑmin(p)t(p) +Amin(1− t(p)). (10)

Let Ψζ(·) be a minimal operation in the neighborhood Ωζ(p)
and it is defined as

Ψζ(z(p)) = min
p′∈Ωζ(p)

{z(p′)}. (11)

It is shown in [14] that the complexity of Ψζ(·) is O(N) for an
image with N pixels. A new dark channel is defined as

Ĵ Ẑdark(p) = Ψζ2(Ẑmin(p)), (12)

where the value of ζ2 is 7 in [7]. It is worth noting that the dark
channel in [7] is defined as

J Ẑdark(p) = Φc(Ψζ2(Ẑc(p))). (13)

Three minimal operations Ψζ2(·) and one minimal operation Φc(·)
are required to compute J Ẑdark(p) for the pixel p. With the new
dark channel Ĵ Ẑdark(p), only one minimal operations Ψζ2(·) and
one minimal operation Φc(·) are required to compute the dark
channel for the pixel p. Clearly, the computational cost of Ĵ Ẑdark(p)

is lower than that of J Ẑdark(p) even though the complexity of Ψζ2(·)
is O(N) for an image with N pixels.

Similar to [7], we assume that the value of t(p) is constant in
the neighborhood Ωζ2(p). It can be derived from Equation (10)
that

ĴXdark(p) = Ĵ Ẑdark(p)t(p) +Amin(1− t(p)). (14)

Since Ĵ Ẑdark(p) ≈ 0, the value of t(p) can be initially estimated as

t(p) = 1− ĴXdark(p)

Amin
. (15)

It is worth noting that the initial value of t(p) in [7] is given as

t(p) = 1− Φc(Ψζ2(
Ẑc(p)

Ac
)). (16)

Obviously, it is simpler to estimate the initial value of t(p) by using
the proposed simplified dark channel.

The value ofAc(c ∈ {r, g, b}) is estimated by using ĴXdark(p)
and Xc(p). The brightest pixels in the dark channel are first se-
lected. The value of Ac(c ∈ {r, g, b}) is set as the average inten-
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Fig. 1. Comparison of the proposed haze removal algorithm and the haze removal algorithm in [8]. (a, d, g, j, m, p, s, v) eight images with
haze; (b, e, h, k, n, q, t, w) de-hazed images by the algorithm in [8]; (c, f, i, l, o, r, u, x) de-hazed images by the proposed algorithm.

(a) (b) (c) (d) (e) (f)

Fig. 2. Comparison of the proposed haze removal algorithm and the haze removal algorithm in [8] by using two sets of images without
haze. (a, d) two images without haze; (b, e) de-hazed images by the algorithm in [8]; (c, f) de-hazed images by the proposed algorithm.

sity of these pixels along each color channel. The initial value of
t(p) is then computed as

t(p) = 1− 31

32

ĴXdark(p)

Amin
. (17)

The estimated transmission map t(p) is then filtered by using the
content adaptive GIF [11] with the guidance image as the lumi-
nance component of the haze image. The value of λ is set to
1/1000 as in [8, 13] and the value of ζ1 to 60. The value of the
transmission map t(p) is further adjusted as

t(p) = t1+θ(p), (18)

where the value of θ is adaptive to the haze level of the input
image. Its value is 0/0.03125/0.0625 if the input image is with
light/normal/heavy haze. Finally, the scene radiance Ẑ(p) is re-

covered by

Ẑc(p) = (Xc(p)−Ac)/t(p) +Ac ; c ∈ {r, g, b}. (19)

It can be derived that Equation (19) is equivalent to

Ẑc(p) = Xc(p) + (
1

t(p)
− 1)(Xc(p)−Ac). (20)

It is shown in Equation (6) that the value of t(p) is always less than
or equal to 1, the single image haze removal thus can be regarded
as a type of spatially varying detail enhancement. The detail layer
is given as (Xc(p)−Ac) and the amplification factor is ( 1

t(p)
−1)

which is spatially varying. Since the color of the sky is usually
very similar to the atmospheric light Ac in a haze image, it can be
shown that

ĴXdark(p)

Amin
→ 1, and,

1

t(p)
− 1→ 31. (21)
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Fig. 3. Haze removal results by the algorithms in [4, 5, 6, 7, 8] and the proposed algorithm. (a, h) input images; (b, i) de-hazed images by
the algorithm in [4]; (c, j) de-hazed images by the algorithm in [5]; (d, k) de-hazed images by the algorithm in [6]; (e, l) de-hazed images
by the algorithm in [7]; (f, m) de-hazed images by the algorithm in [8]; and (g, n) de-hazed images by the proposed algorithm.

This implies that the value of the amplification factor is very large
if the pixel p belongs to the sky region. A lower bound is pre-
defined for the transmission map t(p) in [7, 8] so as to limit the
amplification factor. The lower bound is selected as 0.1 in [7, 8].
Similar to Equation (21), it can be computed that the the value of
the amplification factors is about 9 if the pixel p belongs to the sky
region. Experimental results in [7, 12] and in Fig. 1 show that
noise could be amplified and/or halo artifacts could be produced
due to the large amplification factors in the sky region. An intuitive
method is to select a large lower bound. Unfortunately, a large
lower bound will preserve too much haze in the final image.

A non-negative sky region compensation term is introduced
to adjust the initial value of the transmission map t(p) in the sky
region according to the haze degree of the input image Xc. The
haze degree can be automatically detected by using the histogram
of the image Xc. With the proposed sky region compensation
term, the amplification factors in the sky region are reduced. As
such, halo artifacts can be reduced/avoided from appearing in the
final image Ẑc, and amplification of noise can be limited in the
sky region. On the other hand, a very small amount of haze is
left for the distant objects. Fortunately, the presence of haze is a
fundamental cue for human to perceive depth [15, 16]. Therefore,
the left very small amount of haze for the distant objects helps
preserve the feeling of depth in the dehazed image better as shown
in Figs 1-3.

4. EXPERIMENTAL RESULTS

In this section, the proposed haze removal algorithm is compared
with the haze removal algorithms in [4, 5, 6, 7, 8] by testing ten
images with haze and two images without haze.

The proposed algorithm is first compared with the algorithm
in [8] by testing eight images with haze. As can be seen from
Fig. 1, the proposed algorithm neither has artifacts in sky regions
nor halo artifacts as opposed to those from [8]. The running times
of the proposed algorithm in the matlab code are respectively 0.8,
5.25, 13.7, 8.31, 0.63, 0.56, 5.25, and 8.69 seconds while those of
the algorithm in [8] are respectively 0.86, 5.32, 13.62, 8.1, 0.72,
0.64, 5.28, 8.88 seconds. The speed of the proposed algorithm is

comparable to the algorithm in [8]. The proposed algorithm is then
compared with the algorithm in [8] by testing two images without
haze. The two images without haze and their dehazed images are
demonstrated in Fig. 2. The proposed algorithm introduces less
color distortion than the algorithm in [8]. Clearly, the quality of
the deahzed images by the proposed algorithm is much better than
the quality of the dehazed images by the haze removal algorithm
in [8].

The proposed algorithm is finally compared with the algo-
rithms in [4, 5, 6, 7, 8] by testing two images with haze. As il-
lustrated in Fig. 3, the images de-hazed by the proposed algorithm
are very close to those using the algorithm in [6, 7]. The colors of
the images dehazed by the algorithm in [5] is over saturated. 3D
models and texture maps of the scene are required by the algorithm
in [4]. The additional information could come from Google Earth
or satellite images.

As indicated in [8], one of the key performance improvement
in [8] is that the algorithm is much simpler compared to the al-
gorithm in [7]. The running time of the GIF is about 40ms for a
600 × 400 image while 10 seconds using the matting Laplacian
matrix as in [7]. Therefore, the proposed de-hazing algorithm has
the similar fast speed feature like [8] and it has excellent visual
quality of the global optimization based algorithm in [7].

5. CONCLUSION AND DISCUSSION

A new single image haze removal algorithm was proposed by in-
troducing a minimal color channel. A simplified dark channel is
computed by using the minimal color channel. The transmission
map is first estimated by using the simplified dark channel. The
map is then refined via a content adaptive guided image filter and
is finally applied to recover the haze image. Experimental results
demonstrate that the proposed algorithm outperforms existing sin-
gle image haze removal algorithms from either the speed point of
view or the image quality point of view. On the other hand, the
proposed algorithm also has its own limitation. Particularly, the
estimated transmission map is invalid when a large local region of
a scene object is inherently similar to the airlight. The proposed
algorithm could fail on extreme cases.
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