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ABSTRACT

Small target detection is a critical problem in the Infrared
Search And Track (IRST) system. Although it has been stud-
ied for years, there are some challenges remained, e.g. cloud
edges and horizontal lines are likely to cause false alarms.
This paper proposes a novel method using an optimization-
based filter to detect infrared small target in heavy clutter.
First, we design a certain pixel area as active area. Second,
a weighted quadratic cost function is performed in the ac-
tive area. Finally, a filter based on statistics of active area
is derived from the cost function. Our method could preserve
heterogeneous area, meanwhile, remove target region. Ex-
perimental results show our method achieves satisfied perfor-
mance in heavy clutter.

Index Terms— small target detection; heavy clutter; ac-
tive area; optimization-based filter; area statistics

1. INTRODUCTION

Small target detection is a critical problem in the Infrared
Search And Track (IRST) system. Although it has been stud-
ied for years [1, 2, 3, 4, 5], there are some challenges re-
mained. The reasons are as follows: first, features such as
texture and color are unavailable for small targets when they
are far away from the infrared sensor. Second, heterogeneous
areas such as cloud edges, sky-sea lines etc. may be falsely
detected as small targets.

Background estimation based small target detection
method is widely studied in recent years [6, 7]. These
methods detect small targets from the residual image, i.e.
subtracting the estimated background image from the orig-
inal input. The detection performance relies highly on the
quality of the estimated background. A good background
estimation method should preserve the heterogeneous area as
much as possible and exclude the target region. In other word,
it requires the method to effectively distinguish the target re-
gion and the heterogeneous area. The 2-D least mean square
(TDLMS) method [6] minimizes the difference between an
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input image and a background image that is estimated by the
weighted average of neighboring pixels. The TopHat method
[7] estimates background by a morphological opening oper-
ator with structure element. These methods are less effective
because they could not distinguish the target region and the
heterogeneous region, and the background estimation image
contains much clutter.

Existing background suppression methods are mainly
based on the filtering methods [8, 9]. The LS-SVM [9]
method uses filter templates which can suppress most part of
the correlative background but may be easily interfered be-
cause of the strong fluctuation of background clutters. Yang
et al. [8] provide an adaptive Butterworth high pass filter by
suppressing low frequency components to achieve the pur-
pose for enhancing targets. This method makes use of the
diversity between small targets and backgrounds in frequency
domain. Insufficiently, it is inoperative to noises or clutter
fluctuation which also possesses high frequency in the image.

These methods [6, 7, 8, 9] may achieve good results on
simple background, but not on heavy clutter background. The
main reason is they cannot distinguish small targets from
heavy clutter effectively. In this paper, we focus on remov-
ing target while preserving the high-frequency component
in the background. We proposes a novel method using an
optimization-based filter to solve this problem. A weighted
quadratic cost function is performed in active areas, then a
filter based on statistics of active areas is derived. The pro-
posed method achieves better performance, when compared
with TDLMS [6], TopHat [7], LS-SVM [9], especially in the
heavy clutter.

2. THE PROPOSED METHOD

Generally, the IR image model can be formulated as:

f = fT + fB + n, (1)

where f , fT , fB and n are IR image, target image, back-
ground image and random noise, respectively. n is assumed
to follow Gaussian distribution with mean 0 and variance σ2

[10].
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Fig. 1. Green color represents pixels in active area, yellow
color represents pixels inside inner window, red color is cen-
ter pixel.

Background estimation based small target detection
method aims to estimate fB . We propose an optimization-
based filtering method to solve this problem. A weighted
quadratic cost function is performed in active areas, then a
filter based on statistics of active areas is derived. We apply
our filter on IR image using sliding window manner, then we
can obtain a background estimation image of the same size of
original input.

active area: Active area is an area between inner and
outer window, shown in Fig.1. M,N are sizes of inner win-
dow and outer window, respectively. We denote active area
as Ω = {1, 2, ..., n}. Where n is the total number of pixels in
the area. Intensity of IR image’s pixel i ∈ Ω is denoted by xi,
and intensity of background image’s pixel i ∈ Ω is denoted
by yi.

weighted quadratic model: The key assumption of our
method is that a local linear model existing in pixels of
background image [11, 12], but IR image contains not only
background but also target. The filter should be designed to
eliminate effects of target region, so we propose a weighted
quadratic model to solve this problem.

The local linear model is:

yi = axi + b, i ∈ Ω (2)

the weighted quadratic model is:

min
[a,b]T

∑
i∈Ω

(yi −
[
xi
1

]T[
a
b

]
)2wi + εa2 (3)

where a, b are parameters in local linear model, and ε a reg-
ularization parameter penalizing large a. wi gives different
importance to different pixel in active area. It can be cal-
culated by intensity value of center pixel and pixel i: wi =

e−c∗||x0−xi||22 , where c a constant and x0 the intensity of cen-
ter pixel in the original input. We notice that the more similar
intensity values of x0, xi are, the larger wi is.

By introducing some new denotes: Y = [y1, y2, ..., yn, 0]T ,

X =

[
x1 x2 · · · xn

√
ε

1 1 · · · 1 0

]
(4)

and

W =


w1 0 · · · 0 0
0 w2 · · · 0 0
...

...
...

...
...

0 0 · · · wn 0
0 0 · · · 0 1

 (5)

the cost function can be rewrote as:

min
[a,b]T

(XT

[
a
b

]
− Y )TW (XT

[
a
b

]
− Y ) (6)

We could easily obtain:[
a
b

]
= (XWXT )−1XWY (7)

With some matrix operations, a, b could be calculated:

a =

∑
i∈Ω xiyiwi∑

i∈Ω wi
−

∑
i∈Ω xiwi∑
i∈Ω wi

∗
∑

i∈Ω yiwi∑
i∈Ω wi∑

i∈Ω x
2
iwi∑

i∈Ω wi
− (

∑
i∈Ω xiwi∑
i∈Ω wi

)2 + ε∑
i∈Ω wi

(8)

b =

∑
i∈Ω yiwi∑
i∈Ω wi

− a ∗
∑
i∈Ω xiwi∑
i∈Ω wi

(9)

We notice that wi∑
i∈Ω wi

is always in the range [0, 1], and∑
i∈Ω

wi∑
i∈Ω wi

= 1. It could be considered as a normalized
probability. From the view point of statistics, a, b could be
considered as:

a =
E(xy)− E(x)E(y)

E(x2)− (E(x))2 + ε∑
i∈Ω wi

(10)

b = E(y)− a ∗ E(x) (11)

where x, y are random variables that associate with xi, yi, re-
spectively.

In order to learn [a, b]T , we set y = x in learning phase,
and we obtain:

a =
σ2(x)

σ2(x) + ε∑
i∈Ω wi

(12)

b = (1− a) ∗ E(x) (13)

where E(x), σ2(x) are the expectation and variance of inten-
sities of pixels in active area, respectively. They are two sta-
tistical quantities of pixels.

Thus, the background pixel’s intensity:

y∗ = ax0 + b = ax0 + (1− a) ∗ E(x) (14)

a trade-off between the intensity of center pixel in original
input and the expectation of intensities of pixels in active area.
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Fig. 2. Green color represents pixels in active area, yellow
color represents pixels inside inner window, red color is cen-
ter pixel. Purple color represents high intensity region, and
white color represents low intensity region.

3. MOTIVATION AND ANALYSIS

In order to eliminate effects of target region, we design certain
active area and weighted quadratic model mentioned above.
Fig.2 represents local patch centering at three different re-
gions. From left to right, they are target region, homogenous
region and inhomogeneous region, respectively. When the lo-
cal patch is located in the target region, all weights are small,
as is shown in Fig.2(a). When the local patch is located in
the homogenous region, all weights are big, as is shown in
Fig.2(b). When the local patch is located in the inhomoge-
neous region, some weights are big, the others are small, as is
shown in Fig.2(c).

From Fig.2, we notice that weights in target region and
homogenous region equal approximately; weights in inho-
mogeneous region fall into different categories, pixels that
have similar intensities with center pixel acquire big weights,
and vice versa. On the other hand, intensities of active pix-
els in target region and homogenous region equal approxi-
mately; intensities of active pixels in inhomogeneous region
fall into different categories in accordance with weights, and
in the same category intensities varies to a small extent. As
a result of above analysis, σ2(x) in inhomogeneous region
prefers variance of intensities of pixels in the category with
big weights, it should be a small value, and in target region
and homogenous region, σ2(x) should also be small. Thus,
we could obtain:

σ2
a ≈ σ2

c ≈ σ2
b (15)

On the other hand, we could obtain inequations:

{
∑
i∈Ω

wi}a < {
∑
i∈Ω

wi}c < {
∑
i∈Ω

wi}b (16)

where footnotes a, b, c are in accordance with Fig.2, and we
could immediately obtain inequations:

aa < ac < ab (17)

according to (12).
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Fig. 3. ROC curves of different parameters and methods in
test data.

We notice that E(x) is the expectation of intensities of
pixels in active area: in target and homogeneous region it
should be the mean of intensities(because of all weights are
approximate equivalent), and in inhomogeneous region it is
approximately the partial mean of intensities of pixels which
belong to the category with big weights.

Based on the above analysis: according to (14), when
the local patch is located in the target region, the intensity of
background estimation pixel prefers the mean of pixels in ac-
tive area; when the local patch is located in the homogenous
region, the intensity of background estimation pixel favours
the intensity of center pixel in original input; when the local
patch is located in the inhomogeneous region, the intensity of
background estimation pixel is a trade-off value between the
intensity of center pixel in original input and the partial mean
of intensities of pixels which belong to the category with big
weights. Thus, our method could remove target, meanwhile,
preserve inhomogeneous region.

4. EXPERIMENTS AND RESULTS

To compare the performance of methods quantitatively, re-
ceiver operating characteristic (ROC) curves are employed.
We choose TopHat [7] and TDLMS [6] filtering method
as two baseline methods. Moveover, LS-SVM [9] filtering
method is also chosen as the comparison method in this paper
since the method is well studied and has a good performance.
The images chosen in the experiments contain more than
one hundred targets and eight different categories of clutter
environments. We take these images as test data.

4.1. Analysis On Effects Of Parameters

The proposed method have four key parameters: M ,N , c and
ε:

1585



cb

a fe g hb c d

Fig. 4. Comparison between four methods. Red rectangles contain ground truths of small targets. (a)original IR image,
(b)background estimation image with ε = 0.01, (c)the residual image of (b), (d)background estimation image with ε = 1,
(e)the residual image of (d), (f)LS-SVM, (g)TDLMS, (h)TopHat.

N determines the size of local patch, controls the influ-
ence sphere of our filtering method. A large N implies that
more pixels are considered for our method and vice versa. N
should be as small as possible, for correlation between pixels
decreases when distance of them increases. M is the size of
inner window, and it should be big enough to cover the ref-
erence object. The difference between M and N determines
the total number of pixels in the active area, and it should
be well set up. If it is too small, the number of samples for
area statistics is insufficient. On the other hand, a large value
causes a large N or a small M . We choose five groups of M
and N to test our method with parameters configuration of
c = 150, ε = 1. The evaluation results are shown in Fig.3(a).

c is the parameter using calculating wi. When c = 0, all
the weights equal to one. It makes our weighted quadratic
model degenerate to non-weighted model. When c = +∞,
all the weights equal to zero. It lets our model make no sense.
The effect of changing c with parameters configuration of
M = 5, N = 11, ε = 1 is shown in Fig.3(b).

ε is a regularization parameter penalizing large a. When
ε = 0, a ≡ 1, and the filtering image is just the original
IR image, according to (12) and (14). On the other hand,
when ε = +∞, a ≡ 0. when the local patch is located in
the homogeneous and target region, our method performs as
a mean filter in active area. Meanwhile, the local patch is
located in the inhomogeneous region, our method performs
as an edge-preserving filter. The effect of changing ε with
parameters configuration of M = 5, N = 11, c = 150 is
shown in Fig.3(c).

4.2. Comparison To Baseline Methods

Fig.4 gives comparisons between the proposed method and
the baseline methods TopHat [7], TDLMS [6], LS-SVM [9],
whose parameters are well adjusted to achieve their best per-

formances in test data. To compare the performance of these
methods quantitatively, ROC curves are employed, shown in
Fig.3(d).

As is shown in Fig.4(g)(h), the residual image of TDLMS
and TopHat contains much clutter, for they can not sperate in-
homogeneous region from target region. Small target may be
detected in the inhomogeneous region falsely. Performance
of quantitative evaluation is shown in Fig.3(d).

LS-SVM could suppress most of the clutter in the residual
image, but unfortunately in the same time target may be sup-
pressed to an extent, as is shown in Fig.4(f). The visual effects
are quite good, but performance of quantitative evaluation is
not so good, as is shown in Fig.3(d).

When ε is set to 0.01 and 1, the background estimation
image and the residual image are shown in Fig.4(b)(c) and
(d)(e), respectively. A large ε causes losing of small fluc-
tuation in background estimation image, and small target is
removed much cleaner. It makes the residual image con-
tains some small fluctuation of clutter, but the target is more
clear. The visual effects with small ε are quite good, but per-
formance of quantitative evaluation with large ε are better,
as is shown in Fig.3(d), where parameters configuration is
M = 5, N = 11, c = 150.

5. CONCLUSION

This paper proposes a novel method using an optimization-
based filter to detect infrared small target in heavy clutter. A
weighted quadratic cost function is performed in active ar-
eas, then a filter based on statistics of active areas is derived.
Experimental results show our method achieves satisfied per-
formance in heavy clutter.
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