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ABSTRACT

In this paper, color facial expression recognition based on
color local features is investigated, in which each color fa-
cial image is decomposed into three color component images.
For each color component image, we extract a set of color
local features to represent the color component image, where
color local features could be either color local binary patterns
(LBP) or color scale-invariant feature transform (SIFT). To
cope with the facial expression recognition problem, we use
a group sparse least square regression (GSLSR) model to de-
scribe the relationship between the color local feature vectors
and the associated emotion label vectors and then perform
expression recognition based on it. Finally, experiments on
the Multi-PIE color facial expression database are conducted
to testify the proposed method and compare the results with
state-of-the-art methods.

Index Terms— Color facial expression recognition,
Group sparse least square regression model, Color local
features

1. INTRODUCTION

The recognition of emotion from facial images is a major
research topic of affective computing and pattern recogni-
tion. During the last several decades, this research topic had
been extensively explored in the literatures [1]. Basically,
the recognition of facial expression mainly consists of two
major steps, i.e., the facial feature extraction versus the ex-
pression classification. The target of facial feature extrac-
tion is to extract the features that contribute to the expres-
sion classification of the facial images, where the facial fea-
tures can be roughly categorized into the geometric features
and the appearance based features [1]. A typical geometric
features is to use the landmark points that characterize that
major parts of a face, such as eyes, brows, or mouth [2].
The most commonly used appearance based facial features
include, local binary patterns (LBP) features [3], Gabor fea-
tures [4], and scale invariant feature transform (SIFT) fea-
tures [5]. Although the appearance based facial feature ex-
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traction approaches have been extensively explored, most of
the methods focus on the gray-scale facial images. In contrast
to gray-scale facial image, however, color facial image has
been shown to be more advantageous in the facial expression
recognition [6][7], where experimental results had demon-
strated that using color facial image is able to obtain higher
facial expression recognition accuracy than using gray-scale
facial image.

In this paper, we investigate the color facial expression
recognition problem based on color local features, where both
color local uniform binary pattern with uniform (LB P*?) [3]
feature and color SIFT feature are respectively explored for
this purpose. To extract the color LBP feature, we adopt the
method used in [9] by dividing each color image component
into a set of facial regions with multi-scale sizes and then ex-
tract the color local features from the facial regions of the
color components. To extract the color SIFT features, on the
other hand, we adopt the active shape model (ASM) [8] to au-
tomatically locate 49 landmark facial points from each color
facial image and then use the points as the key points to ex-
tract 49 color SIFT feature vectors from each color compo-
nent image.

In dealing with color facial expression recognition prob-
lem, a major issue one should be notable is how to effectively
fuse the facial features associated with different color image
components. In addition, it is also notable that different facial
regions play different roles in discriminating facial expres-
sions and hence contribute differently to the recognition of
the expressions [9]. For this reason, Zheng proposed a novel
method in [9] to deal with both facial feature extraction and
facial feature selection problems. In that method, the author
firstly divided each facial image into a set of facial regions
using multi-level region sizes. Then, the facial feature extrac-
tion is carried out in each facial region. To differentiate the
importance of the different facial regions, a group sparse re-
gression model is developed for the simultaneous modeling
training and the facial region selection.

Motivated by the work of Zheng [9], in this paper we pro-
pose a group sparse least square regression (GSLSR) model to
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cope with the color facial expression recognition problem, in
which the GSLSR model is used for modeling the relationship
between color facial image feature vectors and the associated
emotion class label vectors. In addition, we also develop an
efficient algorithm for the GSLSR model to simultaneously
learn the model parameters and the facial region selection.
Finally, we apply the proposed GSLSR method to the expres-
sion label prediction of testing color image .

2. FEATURE EXTRACTION FROM COLOR FACIAL
IMAGES

Suppose that 7 is a given color facial image. Then, to ex-
tract the color local features from 7, we first decompose 7
into three kinds of color image components in terms of the
color space we chose, where the color space could be either
the RGB color space, the YCbCr color space, or the CIE
Lab color space [6]. To demonstrate our feature extraction
scheme, we take the RGB color space as an example. In this
case, we divide Z into the red (R) image component Zg, the
green (G) image component Z¢, and the blue (B) image com-
ponent Zp.

Color Local
Feature
Extraction

Color Local
Feature
Extraction

Color Local
Feature
Extraction

Fig. 1. Tllustration of facial feature extraction from a color
image, where the face image is decomposed into three com-
ponents and each component is divided into 64 sub regions.

To extract the color LBP feature, for each of the three im-
age components, we adopt the method used in [9] by dividing
the image into a set of regions and then perform the color
LBP feature extraction in each region. More specifically, sup-
pose that 7, is the image component corresponding to the R
color component of Z. Then, we divide Zgr into K sub re-
gions Rq, - -+, Rk, and extract the color local features from
each of the sub regions. Fig. 1 illustrates the procedures of
color local feature extraction, where each component image
is divided into 8 x 8 = 64 sub regions. Noting that the afore-
mentioned sub regions shown in Fig.1 may only reflect the
local information of a facial expression. To capture both lo-
cal and global expression information, we increase the region
size such that more image information are contained in the re-
gions. As a result, we obtain the following multi-scale region
division scheme shown in Fig.2, in which the component im-

age is divided into a set of regions with different sizes. Based
on the region division shown in 2, we totally obtain 85 sub
regions from each color component image.

Level 1

Level 2

Level 3

Level 4

Fig. 2. The multi-scale region division framework.

To extract the color SIFT feature, we first use the ASM
method to automatically locate 49 landmark facial points, and
use these landmark points as the key points when dealing with
the SIFT feature extraction. In this case, we are able to obtain
49 SIFT feature vectors from each facial component image.
Fig.3 illustrates the 49 landmark points located by ASM.

Fig. 3. The 49 landmark points automatically located by ASM
for color SIFT feature extraction.

3. COLOR IMAGE FACIAL EXPRESSION
RECOGNITION BASED ON GSLSR

In this section, we will address the color image facial expres-
sion recognition method based on GSLSR. Without loss of
generality, the RGB color space is adopted for facial feature
extraction when addressing this method.

3.1. Group Sparse Least Square Regression Model
Suppose that we are given N training face images. Let

YRl YGl YBl
Yi = :

7YG: 7YB:

Yri Yok YBr

denote the facial feature matrices corresponding to the three
color components in the RGB color space, where Y r;, Yai
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and Y p; represent the feature matrices corresponding to the
i-th sub region of the R color component, G color component,
and B color component, respectively.

Let X denote class label matrix, where the ¢-th column x;
is a ¢ x 1 class label vector associated with the ¢-th facial im-
age, where c is the number of expression classes. The entries
of x; = [w41,- -+ , 2|7 take the value of O or 1, i.e.,

L,
Tij = 07

Now we use the following least-square regression (LSR)
model to describe the relationship between X and Y,
i € {R,G, B},ie.,

if y; belongs to the i*" class;
otherwise.

arg max L=X-

ARr,Ag,AB

dooAY| o M

i€{R,G,B} .

where A p,A,A p are regression coefficient matrices.

Let A = [ARr1, -+ ,ARrk]), Ag = [Ac1, -+ ,Agk]),
Agp = [AB1, - ,Apk], such that the objective function L
in (1) can be expressed as:

2

K
L=|X- Z Z AY . 2)

i€{R,G,B} j=1 »

Noting that different facial regions contribute differently to
the expression recognition [9], we use a weight w; to indicate
the importance of the region, where w; takes the value 1 or 0.
If w; = 1, the corresponding region is important and hence
the features are utilized in the facial expression recognition.
Otherwise, it will not be used. As a result, we can use the
following feature matrices to replace the original ones:

w1'Y Ry w1Yea1
Yr= : » Yo = : ;
wr Y RK wr Y oK
w1Y B1
and Yg = : , where w; € {0,1}. Then, the
wr'Y BK

objective function L in (2) can be expressed as

2

; 3

K

L=|X-— Z Z ijinij

i€{R,G,B} j=1 »

where ARj = ijRja ch = ijij and ABj = ’ijBj.

From the expression of (3), we can see that optimizing the
coefficient matrices A r;, A, Ap; and the weight param-
eters w; can be solved via jointly optimizing the new regres-
sion coefficient matrices A Rj> Agj, A B;j. Consequently, the

optimization problem in (1) boils down to seeking an optimal
sparse matrix set {< Apg;,Agj,Ap; > [j = 1,--- K},
where the sparse matrix set means that some of the matrix
pairs equal to zero matrix pair < O, 0,0 >, where O de-
notes a zero matrix. To obtain the aforementioned sparse ma-
trix set, we adopt the regularized approach proposed in [9], in
which a regularization with respect to the Frobenius norm of
the coefficient matrices is imposed on the objective function,
i.e., L is replaced by.

K
L=|X- Z ijAinij

i€{R,G,B} j=1

2

F “
K ~
A > Y IAGlles
i€{R,G,B} j=1
where A > 0 is a trade-off parameter.
) A Yr;
Let Aj = AGj and YJ' = YGj . Then, by
Ap; Yp;

using the objective function in (4), we obtain the following
MSLSR optimization problem:

2
K K
ar min X — AY | +A A , )]
gAl,"',AK Z VR Z: 1A;llF
j=1 P Jj=1
The above optimization problem can be solved using aug-
mented Lagrangian multiplier (ALM) approach [10].

3.2. Facial Expression Recognition Based on MSLSR

Suppose that Z; is a testing color facial image. Let yp =
YR1 h/ell YB1
: , Yo = ,and yp = de-
YRK Yok YBK
note the facial feature vector corresponding to the R, G, and
B color component, respectively. Let x; denote the expres-
sion class label vector associated with Z;. Then, based on the
MSLSR model proposed in section 3, we obtain that the rela-
tionship between the facial feature vectors y,, y4, ¥» and the
corresponding expression class label vector x; can be formu-
lated as the following optimization problem:
2

K YRj
argmin [|x; — E A | yagj , S.t. xtTl =1,x; = 0.
Xt .
J=1 YBj 2

(6)
The optimization of (6) can be efficiently solved using
quadratic programming approach [10]. After obtaining the
optimal class label vector x;, we can assign the class label c¢*
to the facial image Z;, where c* is calculated as follows:

¢" = argmax{zy;}, @)
J

where z;; denotes the j-th entry of x;.

1530



Table 1. Comparisons of the facial expression recognition accuracies on the Multi-PIE color facial expression database among

the various methods.

Average recognition accuracies (%
Methods Features Color Space Disgust Neutral Screfm gSmile Squin(t ) Surprise Average
LBPpv2 Gray 63.50 77.00 92.00 68.00 59.50 83.50 73.92
RGB 64.00 76.00 93.00 70.00 62.50 84.50 75.00
Color LBP%? YCrCb 73.00 76.50 92.00 71.50 60.00 88.00 76.83
GSLSR Lab 71.50 78.00 93.50 73.50 65.00 89.00 78.42
SIFT Gray 68.50 88.00 95.00 80.50 81.00 95.00 84.67
RGB 71.00 85.00 95.50 81.50 81.50 93.50 84.67
Color SIFT YCrCb 72.00 86.00 95.00 84.50 76.50 95.50 84.92
Lab 75.00 88.50 95.00 83.50 76.50 97.50 86.00
Moore et al.[14] LBP™® Gray / / / / / / 73.3
Moore et al.[14] LGBP Gray / / / / / / 80.4
Zheng [9] LBPpPv2 Gray 73.50 81.00 91.00 73.00 80.00 89.50 81.30

4. EXPERIMENTS

In this section, we conduct experiments on the Multi-PIE fa-
cial expression database [13] to evaluate the classification per-
formance of the proposed color facial expression method. The
Mulit-PIE facial expression database consists of the color fa-
cial images covering six facial expressions (disgust, neutral,
scream, smile, squint, and surprise) and seven facial views.
In this experiments, only the color facial images from frontal
facial view (= 0°) of 100 subjects are selected for the ex-
periments. Before the experiments, each facial color image
is manually cropped and normalized into the size of 120 X
120. We evaluate the proposed method in three different color
spaces, i.e., the RGB color space, the YCrCb color space, and
the CIE-Lab color space. For each color space, each facial im-
age is decomposed into the three color components and then
the feature extraction is carried out according to the method
addressed in section 2.

In the experiments, we use subject independent cross vali-
dation strategy to evaluate the recognition performance of the
proposed method. Specifically, all the selected 100 subjects
are randomly partitioned into a training data set with 80 sub-
jects and a testing data set with 20 subjects. Then, color image
facial expression recognition method proposed in this paper is
carried out. We totally conduct 10 trials of experiments using
the same experimental protocol and the recognition accura-
cies of all the 10 trials are averaged as the average recogni-
tion accuracy. Table 1 shows the average recognition accura-
cies (%) with respect to the six expressions of the proposed
method, in which we can see the major differences of the ex-
perimental results with respect to the different color spaces.
For comparison purpose, we also provide the state-of-the-art
results previously done on the same database.

From table 1, we can see that the color feature could
achieve better recognition result than the gray-scale feature.
Especially, the highest recognition accuracies are achieved

when the CIE-Lab color space is adopted, in which the av-
erage recognition accuracy can be as high as 86.00%. This
result is much better than the state of the art result. The better
recognition result of the proposed method is most likely due
to the following two reasons. One is the use of color image
instead of the gray-scale facia image, which make it possible
to obtain more useful information than the other gray-scale
based approaches. The second one may attribute to the reason
of the feature selection operation, which is very advantageous
for finding the most discriminative facial expression features
for the expression recognition.

5. DISCUSSIONS AND CONCLUSIONS

In this paper, we have investigated the method of using color
local feature for color facial expression recognition, in which
both color LBP%? and color SIFT are respectively utilized
to evaluate the performance of the proposed method. Experi-
ments on CMU Multi-PIE facial expression database are con-
ducted on three color spaces. The experiments demonstrate
the proposed method achieves the best recognition perfor-
mance when the CIE-Lab color space is used. This coincide
with the results demonstrated in [6].
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