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ABSTRACT

The focus of visual attention has been argued to play a key
role in object recognition. Many computational models of
visual attention were proposed to estimate locations of eye
fixations driven by bottom-up stimuli. Most of these mod-
els rely on pyramids consisting of multiple scaled versions of
the visual scene. This design aims at capturing the fact that
neural cells in higher visual areas tend to have larger recep-
tive fields (RFs). On the other hand, very few models repre-
sent multi-scaling resulting from the eccentricity-dependent
RF sizes within each visual layer, also known as the cortical
magnification effect. In this paper, we demonstrate that using
a cortical-magnification-like mechanism can lead to perfor-
mant alternatives to pyramidal approaches in the context of
attentional modeling. Moreover, we argue that introducing
such a mechanism equips the proposed model with additional
properties related to overt attention and distance-dependent
saliency that are worth exploring.

Index Terms— cortical magnification, bottom-up atten-
tion, saliency, multi-scale

1. INTRODUCTION

The study of visual attention and its computational model-
ing is an emerging field. Object recognition is one of its nu-
merous potential domains of applications [1]. The seminal
work of Treisman and Gelad in the Feature Integration The-
ory (FIT) [2] investigated the key role of focusing attention in
correctly associating visual properties related to the same ob-
ject. Later on, Koch and Ullman [3] introduced the first theo-
retical model suggesting a possible neuro-inspired bottom-up
mechanism for guiding attention. The first working imple-
mentation of Koch and Ullman’s model was later proposed
by Itti and Koch in [4] and became a landmark model for
bottom-up attentional modelling.

Since then, many works aimed at dealing with the object
recognition problem from an attentional perspective. Rybak
[5] proposed an algorithm that associates a scanpath drawn
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from several fixations with the contents of fixated regions to
perform learning and recognition. The role of gist informa-
tion and context in guiding visual attention was elaborately
studied by Torralba [6], leading to a better understanding of
the different kinds of top-down influences on attention. Later
on, Walther and Koch proposed a unified framework for com-
bining attention and object recognition [7].

The main contribution of this paper is to demonstrate that
cortical-magnification-like mechanisms can be applied as an
alternative to pyramidal multi-scale processing traditionally
used in computational models of visual attention. We intro-
duce a new model and we compare it to the renowned Itti
and Koch model originally proposed in [4]. We obtain similar
or even better performance while using a much smaller num-
ber of feature maps. After that, we explore some interesting
properties the magnification mechanism adds to the proposed
model.

The rest of this paper is organized as follows: Section 2
introduces some related work. In section 3 we explain the
technical details of the proposed model. We introduce and
discuss simulation results in section 4. Section 5 is a conclu-
sion.

2. RELATED WORK

Image pyramids are widely used tools in models of bottom-up
visual attention. For instance, Itti and Koch in their famous
work [4] used dyadic Gaussian pyramids to generate several
spatial scales of each input image. Feature maps are then cre-
ated by applying a cross-scale subtraction operator on these
images.

A different method was proposed by Rybak in [5]. He
modelled multiple spatial scales by creating a single retinal
image centered at each fixation point. Each such image is
composed of three concentric regions with increased blurring
as they go far from the fixation center. Advani in his his MR-
AIM model [8] creates multi-resolution images by concate-
nating patches extracted from a Gaussian pyramid. Multi-
resolution processing was also used in many other models
such as [9] and by using wavelet transforms in [10].

More recently, the computational modeling of cortical
magnification began to emerge in a more formal way. One
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example is the work of Freeman and Simoncelli on Metamers
in the ventral stream [11]. Another example is the work of
Poggio [12] on the computational role of cortical magnifica-
tion as a sampling extension of the “Magic theory” [13] and
its role in scale and shift invariance for pattern recognition
[14].

3. METHODOLOGY

The proposed model is based on the original work of Itti and
Koch in [4]. Figure 1 shows the basic architecture of the pro-
posed model. Input is provided to the model as an RGB im-
age M . It is then embedded into a square black background
to form the RGB scene E. We do such embedding in order
to force the input to be square-shaped for an easier manipula-
tion. Then, a grey-scale version of the scene Er is created as
a simple average of the R,G and B channels of E.

A visual angle ΘM is associated with the image M . This
simulates the fact that viewing a given image from different
distances changes the visual angles occupied by that image
and thus might change the attentional behavior of the visual
system. Another visual angle Θv is assigned to a central re-
gion of E that represents the fovea. Thus, the “further” the
image is from the model’s “eye”, the smaller is the visual an-
gle ΘM occupied by the image M and the larger is the area
that falls within the fovea. This is meant to simulate the case
when an image is seen by a human subject from different dis-
tances.

We do not use Gaussian pyramids to generate multiple
scales of the input scene as in [4]. We replace this step
by generating feature maps using kernels with eccentricity-
dependent sizes representing RFs. Eccentricity dependency
is observed across several layers of the ventral stream in-
cluding LGN, V1, V2, V4 and beyond [15][16]. This allows
us to reduce the number of required feature maps from 42
in the model of Itti and Koch [4] to 9 maps in the proposed
model while gaining in performance on predicting fixations
(cf. Section 4).

3.1. Designing the kernel bank F

In order to create feature maps, a bank of spatial filters F
is applied to the scene E and to its gray-scale version Er.
Filter kernels in F are designed to emulate the eccentricity-
dependency of RFs in LGN and V1. This dependency is
behind what is known as the cortical magnification effect.
Therefore, kernels in the center of our model’s “visual field”
MVF should be more numerous and smaller in size and be-
come sparser with a linear increase in their diameters as they
approach the periphery [15] [17]. To approximate this effect,
we determine the locations of kernel centers and their sizes
using a geometry very similar to the foveal Cartesian geome-
try proposed by [18] as explained below.

Magni ed

conspicuity

maps

Magni ed

feature

maps

Fig. 1: Model architecture.

A square 2D map with the same height and width as the
scene E is created as in the illustrative Figure 2(left). A cen-
tral square region is chosen to represent the fovea containing
a fixed number of kernel centers. Then, a number of concen-
tric square rings each made of equally-spaced kernel centers
on each side is created for the periphery. The side of each ring
contains two more centers than its direct preceding inner ring.
This allows these concentric rings to fit into a smaller square
map which has as many pixels as there are kernels in F .(cf.
Figure 2(right)). We refer to the latter as a “magnified map”
and a subscript g is associated to its name. When a given ker-
nel is applied to the scene by an inner product, the resulting
value is assigned to the corresponding pixel in the magnified
map.

All kernels whose centers are within the the model’s fovea
have the same radius. Similarly, all periphery kernels whose
centers belong to the same square have the same radius. These
radii are calculated from the linear equation r = ax where
x is the eccentricity (in visual angles) of the corner pixels
of the square to which a kernel belongs and a is the inverse
magnification factor M−1.

The eccentricity of corner pixels of the fovea are deter-
mined from the visual angle Θv assigned to the fovea. Ec-
centricities of corner pixels of periphery rings are determined
in such a way that an overlap p occurs between kernels of F
along the diagonal.

3.2. Magnified feature maps

Nine feature maps are directly calculated; one map for the
intensity modality, 4 maps for the color modality and 4 maps
for the orientation modality.

Only one magnified intensity feature map Ig is created
from the gray-scale scene Er. A filter bank FDoG is used
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Fig. 2: Placement of kernel centers (left) and mapping to a
magnified map (right). Figure adapted from [18].

with L2-normalized Difference of Gaussian (DoG) kernels
with zero mean to approximate the center-surround function-
ality of RFs in LGN. Then we apply a special convolution
operator ~r between the gray-scale scene Er and the filter
bank FDoG:

Ig = Er ~r FDoG (1)

The operator ~r consists of a rectified normalized inner
product between each kernel in FDoG and the patch it spans
in Er. The scalar value resulting from the inner product then
occupies one pixel in the magnified map Ig as explained in
Section 3.1.

Four magnified orientation feature maps Og(θ) with θ ∈
{0◦, 45◦, 90◦, 135◦} are created. Then the same convolution
operator is applied:

Og(θ) = Er ~r FO(θ) (2)

where FO(θ) is a filter bank F with L2-normalized Gabor ker-
nels [19] with orientation θ and zero mean. Each Gabor filter
fO(θ) ∈ FO(θ) is characterized by its orientation θ, effective
width σ, wavelength λ and its aspect ratio γ.

Finally, we use FDoG and the RGB scene E to create four
magnified feature maps for the color-opponent channelsRGg ,
GRg , BYg , YBg as follows:

RGg = E ~rg FDoG (3)
GRg = E ~gr FDoG (4)
BYg = E ~by FDoG (5)
YBg = E ~yb FDoG (6)

Each of the convolution operators ~rg , ~gr, ~by and ~yb
consists of a half-wave rectified (negative values are set to
zero) normalized inner product between each kernel in FDoG
and a corresponding 2D patch t. In the case of ~rg , the patch
t is a concatenation between the area of the R component of
E spanned by the center of the kernel and the area of the G
component corresponding to the surround. The inverse holds
for ~gr. Similarly, when applying the operator ~by , the patch
t becomes a concatenation between the center area of the B

component with the surround area of the yellow component
Y (the average of the red and green components). The inverse
hold for ~yb. This transformation is inspired by the DKL
color space.

It should be noted here that kernel filters that overlap with
the image M borders embedded in the scene E or Er could
sometimes give high saliencies. This is most likely a result of
the saliency of the image relative to the black background in
which it is embedded. So all such values are set to zeros in all
feature maps.

3.3. Magnified conspicuity maps and the saliency map

Three magnified conspicuity maps Īg , Ōg and C̄g are created
for intensity, orientation and color, respectively. The process
is as follows:

Īg = N (Ig) (7)

Ōg = N

 ∑
θ∈{0◦,45◦,90◦,135◦}

N (Og(θ))

 (8)

C̄g = N [N (|RGg − GRg|) +N (|BYg − YBg|)] (9)

where N (.) is the normalization operator designed by Itti
and Koch in [4]. The global magnified saliency map is then
calculated as a linear combination of conspicuity maps:

Sg =
1

3
(Īg + Ōg + C̄g) (10)

Then a simple inverse mapping of pixels in Sg into a map
with the same size as the scene E is done. After this, the
black background is removed to get a standard saliency map
S that has the same size as the input image M . Notice that S
is a very sparse map composed of a central fovea surrounded
by concentric square rings. In order to be able to compare to
other models, a continuous saliency map is created by con-
volving a Gaussian kernel on the most salient locations ex-
tracted from S using an alternating Winner-Take-All (WTA)
and Inhibition of Return mechanism. See Figure 3.

4. RESULTS AND DISCUSSION

We used the Judd Benchmark [20] for partially optimizing
some parameters such as the number of fixations extracted,
the width of the Gaussian kernel convolved on fixation points
to create the final saliency map and the value of ΘM . Then,
we ran the model on the MIT Saliency Benchmark [21] which
contains 300 natural color images. We set the visual angle
ΘM = 50◦ for each input image M and Θv = 1◦ for the
fovea which is close to its actual size in the human eye. The
number of kernels in a bank F corresponding to the fovea is
set to 41x41 units which is close to the number of units in the
foveola of V1 estimated in [12]. The overlap parameter p is
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Fig. 3: Fixations generated by the proposed model and the
corresponding saliency maps: (a) Image M (from the MIT
Saliency Benchmark) with the first 50 fixations (b) The mag-
nified saliency map Sg (c) A cropped region of the saliency
map S after inverse mapping from Sg showing the fovea and
some periphery square rings (d) The continuous saliency map
made with a Gaussian convolved on fixation locations.

set to 0.8. The slope of the inverse magnification curve pre-
sented in Section 3.1 is set to a = 0.16 as suggested by Gat-
tass in [17] for V1. Parameters of Gabor kernels are inspired
by [22]; we set γ = 0.3, σ/λ = 0.8 and d/σ = 2.5 where d is
the diameter of a given kernel. Parameters of center-surround
DoG kernels were adapted from [23]; we set d/σc = 11.8,
σs/σc = 3 and gs/gc = 0.8 where σc and σs are the standard
deviations of the center and surround Gaussians of a given
DoG kernel, respectively. While gc and gs are the strengths
of the center and surround Gaussians, respectively.

Table 1 shows the scores of our models according to sev-
eral metrics used by the benchmark and how they are com-
pared to the Itti and Koch model [4]. Our results and compar-
isons with many more models are also available on the MIT
Saliency Benchmark website http://saliency.mit.edu.

For all metrics, the proposed model performes much bet-
ter than IttiKoch1 model which is the original implementation
of [4] by its authors. On the other hand, the IttiKoch2 imple-
mentation of the same model by Jonathan Harel as a part of
his GBVS toolbox gives a roughly similar performance; It
has a similar performance for the similarity metric and higher
AUC (Area Under the ROC curve) metrics. However, the pro-
posed model has a better Correlation-Coefficient (CC), Nor-
malized Scanpath Saliency (NSS) and Earth Mover’s Dis-
tance (EMD).

Metric Our model IttiKoch1 IttiKoch2
Similarity 0.44 0.20 0.44
AUC (Judd) 0.74 0.60 0.75
AUC (Borji) 0.72 0.54 0.74
Shuffled AUC 0.58 0.53 0.63
CC 0.39 0.14 0.37
NSS 0.99 0.43 0.97
EMD 4.24 5.17 4.26

Table 1: Comparison between the performance of the pro-
posed model and Itti and Kock model on the MIT Saliency
Benchmark.

It is worth noting that the IttiKoch2 implementation and
many other models are optimized for blur and center-bias.
The proposed model, however, has no explicit center-bias ap-
plied and only a minor blur optimization. We hypothesize that
an effect similar to center-bias arise naturally in our model
due the magnification factor. This is more biologically plau-
sible than explicitly applying a Gaussian mask to account for
center-bias.

5. CONCLUSION

In this paper, we introduced a new model of bottom-up visual
attention based on Itti and Koch work in [4]. We demon-
strated that using cortical magnification could be an alterna-
tive to pyramidal approaches to multi-scale image processing
for modeling attention. We also showed that this allows us
to boost performance while using a much smaller number of
feature maps which can automatically account for center-bias
phenomena.

The proposed model has also several other properties dis-
cussed below. They are worth investigating in future works.

Associating a visual angle ΘM to input images allows us
to study the effect of the distance from which an image is dis-
played on saliency. This is an interesting effect that is not
often considered by saliency models or benchmarks. We sug-
gest that distance-dependent saliency should be evaluated by
future benchmarks.

The proposed model is inherently adapted to performing
overt attention where the position of the fovea moves across
the scene. This is not directly the case for most attentional
models. Given the magnification property, different saliency
maps of the same scene are generated each time the fovea
moves. This could have important implications on rethinking
the role of the inhibition of return.

Finally, kernels with different sizes provide different in-
formation. Larger kernels provide more global information
about the scene. By exploiting this property and using ker-
nels as inputs to associative memories, one can imagine a uni-
fied framework where attention, gist information and object
recognition techniques can all interact together.
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