
TRANSMISSION DISTORTION MODELING FOR VIEW SYNTHESIS PREDICTION BASED
3-D VIDEO STREAMING

Pan Gao, Wei Xiang, and Lijuan Zhang

School of Mechanical and Electrical Engineering, University of Southern Queensland,
Toowoomba, QLD 4350, Australia

ABSTRACT
View synthesis prediction (VSP) is an important tool for improving
the coding efficiency in the next generation three-dimensional (3-D)
video systems. However, VSP will result in a new type of inter-view
error propagation when the multi-view video plus depth (MVD) data
are transmitted over the lossy networks. In this paper, this new type
of error propagation is characterized and modeled. Firstly, a new
analytic model is formulated to estimate the expected transmission
distortion caused by error propagation from the synthesized refer-
ence view. Then, the compound impact of the transmission distor-
tions of both the texture video and the depth map on the quality of
the synthetic reference view is mathematically analysed. Our exten-
sive simulation results demonstrate that the proposed transmission
distortion model is very accurate.

Index Terms— View synthesis prediction, 3-D video transmis-
sion, transmission distortion modeling

1. INTRODUCTION

Recently, three dimensional (3-D) video has become increasingly
prevalent as a new multimedia technique, which evolves towards
new systems that include glassless displays and provide an immer-
sive sense of realism [1]. In such 3-D video systems, the multi-view
video plus depth (MVD) representation, which is based on depth
image-based rendering (DIBR) [2], has been generally considered to
be the best format for representing 3-D scenes [3]. The MVD format
consists of texture videos and depth maps for a limited number of
original camera views of the same natural scene. By using the MVD
representation, an arbitrary number of virtual views can be generat-
ed from the transmitted multi-view videos and their corresponding
depth maps via the DIBR technique.

Although the MVD representation could greatly reduce the data
volume of 3-D video having to be transmitted, the presence of mul-
tiple cameras as well as additional depth information creates new
challenges for compression. Generally speaking, there are two ma-
jor coding issues for the 3-D video codec. One is depth map coding,
while the other is texture video coding with enhanced inter-view pre-
diction. Since a depth map has considerably varying statistics and
characteristics compared with the texture video, many advanced cod-
ing tools are incorporated into the 3-D video codec to improve the
performance of depth map compression, such as platelet-based cod-
ing [5], the shape-adaptive wavelet transform [6], and the view syn-
thesis guided rate-distortion optimization mechanism [7], etc. With
regards to the texture video coding, in order to further improve cod-
ing efficiency, one of the key technologies for reducing the inter-
view redundancy is view synthesis prediction (VSP). Its basic idea
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involves warping the reference view to the target viewpoint, where-
by its available depth map helps facilitate the warping process. The
synthesized view frames are then utilized as complementary refer-
ence frames for non-translational disparity compensated prediction.
This idea was first proposed in [8]. Later, based on VSP, Yea et
al. [9] devised a rate-distortion optimized Multi-view Video Cod-
ing (MVC) framework to improve the coding performance. Shimizu
et al. [10] designed a related VSP scheme, in which the original
video of base views and the residue of enhancement views are scal-
ably encoded by a traditional video coding process. For low decoder
complexity purpose, Tian et al. [11] proposed a backward VSP de-
sign using the depth of the current view to perform a pixel-based
warping. Due to its superior performance, VSP has been adopted
by both the upcoming H.264/AVC-based and high efficiency video
coding (HEVC)-based 3-D video coding standards [12].

In unreliable underlying networks, transmission of compressed
video is highly susceptible to channel errors, which will cause de-
coding failure at the receiver side. Moreover, the use of motion
compensation prediction causes these errors to propagate to sub-
sequent frames, and significantly degrade the picture presentation
quality. This type of video distortion is usually called transmission
or channel distortion. To date, in order to optimize performance
and resource allocation in video communications, there exist a large
number of reported studies in the literature on the analysis and mod-
eling of the influence of channel losses on monoscopic video sys-
tems. These studies could be roughly categorized based on whether
the distortion is estimated and tracked at the pixel level [13], the
macroblock (MB) level [14], or the frame level [15]. However, to
the best knowledge of the authors, only a limited number of pub-
lications have been reported on distortion modeling for multi-view
3-D video coding and transmission. Zhou et al. [16] developed a re-
cursive mathematical model for MVC-based video coding systems
to estimate the expected channel-induced distortion at the frame and
sequence levels without the use of depth information. Machiavello
et al. [17] introduced a synthesized view distortion model for ref-
erence frame selection in loss-resilient depth map coding, where the
synthesized view distortion due to errors in the reconstructed depth
map is approximated by a per-pixel quadratic weighting function.
Thereafter, this idea was extended to the encoding of both texture
and depth map [18]. In these two algorithms, inter-view error prop-
agation is not considered and only the distortion in the synthesized
views is modeled. In [19], in order to fully improve the overall qual-
ity of reconstructed 3-D video, a summative transmission distortion
model was presented for loss-aware rate-distortion optimized mode
switching, in which both the channel-induced distortions in the ren-
dered view and the coded texture video are characterized. Although
the above models can achieve some modest performance improve-
ments on the accuracy of channel distortion estimation, they all are
built upon the conventional MVD-based 3-D video coding frame-
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work, without consideration of VSP.
In this work, we will concentrate our efforts on developing an

analytic transmission distortion model for an improved 3-D video
coding framework. The major contributions of this paper are two-
fold. Firstly, we construct a statistical model to optimally estimate
the expected distortion in the dependent view, in which the VSP
based inter-view error propagation is explicitly and accurately ac-
counted for. Secondly, through taking into account the texture image
characteristics and mimicking the rendering process, the distortion
of the synthetic reference view due to packet losses is mathematical-
ly decomposed into two components, i.e., the transmission distortion
induced by texture errors and the transmission distortion induced by
depth errors. This proposed model can provide helpful insights into
the behavior of channel distortion caused by VSP. To the best of the
authors’ knowledge, this work is the first of its kind to theoretically
model the expected distortion in VSP based 3-D video streaming.

The rest of this paper is organized as follows. Section 2 briefly
describes the VSP based encoding prediction structure. In Section
3, based on the propagating behaviour of transmission errors, a new
channel distortion estimation model for 3-D video transmission is
developed. The experimental results are presented and discussed in
Section 4. Finally, concluding remarks are drawn in Section 5.

2. VIEW SYNTHESIS PREDICTION

Disparity-compensated prediction is a well-known technique for ex-
ploiting the redundancy between different views, which can provide
gains when temporal correlation is lower in comparison to spatial
correlation. However, it does not utilize some essential features of
multi-view video. While block translation is good for predicting
temporally adjacent frames, it is less accurate for predicting spatially
adjacent ones because the disparity of an object in one frame relative
to another frame depends on the distance of the object to the camera,
as well as the camera setup and scene geometry.

To exploit these new features of multi-view video, view syn-
thesis has been proposed for enhanced prediction in multi-view 3-D
video coding. Following the 3-D video coding standard specification
in [3], this work is based on a two-view coding configuration with 1D
parallel camera setting, in which view synthesis is employed as an
alternative means of prediction at the encoder. Specifically, at each
time instance, there are two views, i.e., a left view and a right view,
with each view being composed of a texture video and a depth map.
The left view is firstly encoded by traditional motion-compensated
prediction, which can be compatible with the H.264/AVC or HEVC
standard bit stream. Then, a virtual version of the right target view-
point is synthesized from the already encoded left view according
to the reconstructed depth information and the camera parameters.
This virtual view will exhibit a object structure more similar to the
original right view. Finally, based on the synthesized reference view,
disparity-compensated prediction is employed to encode the texture
video of the right view in addition to the existing temporal predic-
tion. Note that in this study, in order to focus on the analysis of the
error propagation behaviour with VSP, we disable the translational
disparity compensation prediction directly from the left view.

3. PROPOSED TRANSMISSION DISTORTION
ESTIMATION MODEL

On the basis of the improved MVD-based 3-D video coding frame-
work, it is evident that the transmission distortion for MVD-based
3-D video consists of the expected reconstruction distortions in the

texture video as well as the depth map. Since the depth map is en-
coded by traditional joint motion/disparity-estimation-based MVC,
its transmission distortion model is actually the same as that of the
MVC-based video transmission in [16]. As for the texture video
transmission, the left and right views exhibit different characteristics
facing transmission errors. For the left view, the texture video is en-
coded by temporal motion-compensated prediction without the use
of the depth map. As a result, the expected distortion model of the
texture video of the left view is also similar to that of single view
video transmission. On the other hand, due to view synthesis based
inter-view prediction, the transmission errors of the texture video in
the right view come from not only itself, but also the synthetic ref-
erence frame. In particular, the channel errors of the depth map in
the left view will cause incorrect projection of texture pixels, which
may lead to unexpected holes or overlaps in the synthesized refer-
ence view. Moreover, this kind of geometry errors will further prop-
agate to the right view via disparity compensation step. Therefore,
this work, unlike other reported distortion estimation methods, fo-
cuses primarily on analytic transmission distortion modeling in the
right view, where the inter-view error propagation often exhibits a
very complicated and irregular behavior.

To better describe the proposed distortion model, in the subse-
quent derivation, the symbols T , D and V are used to indicate the
texture, depth information, and the virtual reference view, respec-
tively. Subscripts L and R represent the left and right views, respec-
tively.

Above all, let T x,y
R,t be the original value of pixel (x, y) in tex-

ture frame t of the right view, T̂ x,y
R,t be the reconstructed signal at

the encoder, and T̃ x,y
R,t be the corresponding reconstructed signal at

the decoder. Assume that (x, y) is predicted from a pixel (u, v) of
the frame t of the virtual view with the prediction residual signal
êx,yR,t. Thus, denoted by V̂t the virtual view image synthesized from
the compressed texture video and depth map of the left view, the en-
coder prediction of the pixel (x, y) is V̂ u,v

t , and we can have T̂ x,y
R,t =

V̂ u,v
t +êx,yR,t. At the receiver, if the current pixel is correctly received,

the decoder reconstructs pixel (x, y) by T̃ x,y
R,t = Ṽ u,v

t + êx,yR,t. Ṽ
u,v
t

represents the decoder reconstruction of pixel (u, v) in the virtual
reference view image, which is synthesized from the decoded tex-
ture video and depth map of the left view. If the current pixel is lost
during transmission, we assume that the decoder performs a pixel
copy from the previous texture frame t − 1 within the right view.
Denoting by ρ(x, y) the estimated matching pixel in frame t − 1
for pixel (x, y) based on the estimated motion vector, the concealed
value for pixel (x, y) is then T̃ ρ(x,y)

R,t−1 .
Suppose the packet loss rate is known as p, which is equivalent

to the slice loss rate. Then the transmission distortion in terms of the
mean squared error (MSE) for the texture pixel (x, y) of the right
view can be derived as follows

d(T̂x,y
R,t ) =E

{
(T̂x,y

R,t − T̃x,y
R,t )

2
}

= (1− p)E
{
(V̂ u,v

t − Ṽ u,v
t )

2
}

+pE

{
(T̂x,y

R,t − T̃
ρ(x,y)
R,t−1 )

2
}

= (1− p)E
{
(V̂ u,v

t − Ṽ u,v
t )

2
}

+p

{
(T̂x,y

R,t − T̂
ρ(x,y)
R,t−1 )

2
}

+ p

{
(T̂

ρ(x,y)
R,t−1 − T̃

ρ(x,y)
R,t−1 )

2
}

= (1− p)dep(V̂
u,v
t ) + pdec(T̂

x,y
R,t ) + pdep(T̂

ρ(x,y)
R,t−1 )

(1)
where dep(V̂ u,v

t ) denotes the error propagation distortion introduced
by the reference pixel (u, v) of the rendered view, dec(T̂ x,y

R,t ) repre-
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sents the so-called error concealment distortion, and dep(T̂
ρ(x,y)
R,t−1 )

refers to the error propagation distortion of the concealed pixel
ρ(x, y). While deriving (1), dec(T̂ x,y

R,t ) is assumed to be uncorrelat-

ed with dep(T̂
ρ(x,y)
R,t−1 ) [20]. dec(T̂ x,y

R,t ) can be readily measured by
simulating packet losses at the encoder with the knowledge of the
packet loss rate, whereas dep(T̂

ρ(x,y)
R,t−1 ) can be recursively calculated

under the given inter dependencies established during error conceal-
ment process. Therefore, the only thing left in (1) is how to compute
the dep(V̂ u,v

t ). Since the synthetic reference view is rendered from
the texture video and depth map of the left view by the pre-defined
warping function, the local video characteristics of the synthesized
view video would be very similar to those of the left view video.
Thus, the reconstruction errors in the rendered reference view can
reflect on the source left view.

In the 3-D warping procedure, as shown in Fig. 1, when using
the compressed depth map, it is assumed that the pixel (x′, y′) in
the left view could be projected to “PointM” in the 3-D world co-
ordinate by the depth value Z; then “PointM” could be projected
to (u, v) in the synthetic reference view. When using the decod-
ed depth map, due to the reconstructed depth map errors caused by
packet losses, the pixel (x′′, y′) in the left view may be projected to
“PointM′” in the 3-D world coordinate by the distorted depth value
Z′; then “PointM′” could also be projected to (u, v) in the syn-
thesized reference view. The horizontal position difference between
(x′, y′) and (x′′, y′) in the left view is represented as ∆ = x′′ − x′.
When the cameras are in parallel positions, ∆ is already proven to
be approximately proportional to the depth map error as in [7], i.e.,

∆ = α(D̂x′,y′

L,t − D̃x′,y′

L,t ) (2)

where D̂x′,y′

L,t and D̃x′,y′

L,t indicate the encoder and decoder recon-
structed pixel values of (x′, y′) in the depth image of the left view,
respectively, and α is the proportional coefficient determined by the
following equation

α =
fL

255

(
1

Znear
− 1

Zfar

)
(3)

where f is the common focal length, L is the baseline distance be-
tween the left view and rendered reference view, and Znear and Zfar

are the physical values of the nearest and farthest depth of the scene,
respectively.
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Fig. 1. 3-D warping illustration with distorted depth (parallel camera
setup).

Let T̂ x′,y′

L,t and T̃ x′,y′

L,t denote the reconstructed values of the
pixel (x′, y′) in texture frame t of the left view at the encoder and
decoder, respectively. The decoder reconstructed value of pixel
(x′′, y′) in texture frame t of the left view is denoted by T̃ x′′,y′

L,t .
Based on the above rendering error analysis with the distorted depth
for the synthetic reference view, dep(V̂ u,v

t ) can be further derived
as follows

dep(V̂
u,v
t )=E

{
(V̂ u,v

t − Ṽ u,v
t )

2
}

=E
{
(T̂ x′,y′

L,t − T̃ x′′,y′

L,t )
2}

=E
{
(T̂ x′,y′

L,t − T̃ x′,y′

L,t + T̃ x′,y′

L,t − T̃ x′′,y′

L,t )
2}

=E
{
(T̂ x′,y′

L,t − T̃ x′,y′

L,t )
2}

+ E
{
(T̃ x′,y′

L,t − T̃ x′′,y′

L,t )
2}

+2E
{
(T̂ x′,y′

L,t − T̃ x′,y′

L,t )(T̃ x′,y′

L,t − T̃ x′′,y′

L,t )
}

(4)

where E
{
(T̂x′,y′

L,t − T̃x′,y′

L,t )
2
}

represents the average view render-

ing distortion induced by texture errors of the left view, i.e., the
channel-induced distortion occurring at pixel (x′, y′) of the left view,

E

{
(T̃x′,y′

L,t − T̃x′′,y′

L,t )
2
}

represents the view rendering distortion in-

duced by depth errors, and E
{
(T̂x′,y′

L,t − T̃x′,y′

L,t )(T̃x′,y′

L,t − T̃x′′,y′

L,t )
}

approximates to zero [22]. From the above derivation, it can be seen
that the view rendering distortion due to depth errors can be repre-
sented by the MSE between the corresponding pixel (x′, y′) in the
reconstructed texture image and the pixel (x′, y′) derived by trans-
lating with a geometry displacement ∆.

For a particular rendered reference view, E
{
(T̃x′,y′

L,t − T̃x′′,y′
L,t )

2
}

can be characterized by a linear model and expressed as follows [21]

E
{
(T̃ x′,y′

L,t − T̃ x′′,y′

L,t )
2}

= ||∆||2 × ψr

=ψrα
2E

{
(D̂x′,y′

L,t − D̃x′,y′

L,t )
2} (5)

where ψr is a linear parameter associated with the image contents,
which can be readily computed from the energy density of the input
texture video of the left view.

Thus, substituting (5) into (4), we can model the linear rela-
tionship between the error propagation distortion dep(V̂ u,v

t ) and the
channel-induced distortion of the coded texture video and depth map
of the left view, which can be represented as

dep(V̂
u,v
t ) =E

{
(T̂x′,y′

L,t − T̃x′,y′

L,t )
2
}

+ψrα2E

{
(D̂x′,y′

L,t − D̃x′,y′

L,t )
2
}

= dep(T̂
x′,y′

L,t ) + ψrα2dep(D̂
x′,y′

L,t )

(6)

where dep(T̂ x′,y′

L,t ) and dep(D̂x′,y′

L,t ) represent the transmission dis-
tortions of the pixel (x′, y′) in the compressed texture video and
depth map of the left view, respectively. Recall that the texture and
depth of the left view are encoded by employing traditional motion-
compensated prediction, and both dep(T̂ x′,y′

L,t ) and dep(D̂x′,y′

L,t ) can
be directly and recursively computed using the modeling algorithms
introduced in [13] and [15].

Note that, if the current pixel of the right view is inter-coded, i.e.,
temporally predicted by the previous pixel within the same view, the
channel distortion of this pixel can also be estimated using (1) ex-
cept that the error propagation distortion comes from the preceding
intra-view frame. For a intra-coded pixel, no transmission errors will
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be propagated from the synthesized reference frame, and the trans-
mission distortion for intra-coded pixels is due only to packet drops,
i.e., the sum of dec(T̂ x,y

R,t ) and dep(T̂
ρ(x,y)
R,t−1 ).

4. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the performance of the proposed scheme is evaluat-
ed. The Joint Multi-view Video Coding (JMVC) version 8.0 [23] of
the H.264/MVC reference software is appropriately modified to en-
code both the texture videos and the depth maps, and View Synthesis
Reference Software (VSRS) 3.5 [24] is used to render the synthetic
reference view at the encoder and the virtual intermediate views at
the decoder. The standard multi-view video plus depth sequences
“BookArrival”, “Newspaper”, and “Undo Dancer” are chosen for
our simulations. Note that these test sequences represent a wide
range of video motion complexity and depth fidelity. Among these
sequences, for “BookArrival”, views 8 and 10 are used as the left
and right views, respectively. For “Newspaper”, views 4 and 6 are
served as the left and right views, respectively. For “Undo Dancer”,
views 2 and 5 are employed as the left and right views. The first
two sequences have a resolution of 1024 × 768 samples, while the
remaining one has a resolution of 1920 × 1088 samples. For both
texture video and depth map coding, context-adaptive binary arith-
metic coding (CABAC) is used as the entropy coding scheme, and
the functions of the variable prediction size and the loop filter are en-
abled. The search range for disparity and motion estimation is set to
64. The quantization parameter is fixed to 32 for texture video and
depth. For each multi-view video sequence, each view is encoded
with a group of pictures size of 32 frames, where the first frame in
the left view is coded as an I-frame followed by all P-frames.

Each coded frame is partitioned into slices, where each depth
slice contains four horizontal rows of MBs, and each texture slice
contains a horizontal row of MBs due to higher associated bit rates.
Each coded slice is then carried in a separate packet. It should be not-
ed that the packet length of all the frames in our simulations is within
the limit of the maximum transmission unit (MTU) for the Ethernet.
The random packet loss pattern is employed to simulate packet loss-
es [25]. Different packet loss rates of 5%, 10% and 20% are tested
on both the compressed texture video and depth stream. To simu-
late the channel, at each packet loss rate, 100 packet loss patterns
are randomly generated. The transmission distortion for each MB
or frame is determined by averaging the distortions resulting from
all the loss realizations. In our experiments, the error concealmen-
t method where each damaged block either in the texture or depth
map is directly replaced by its co-located counterpart in the previous
frame is employed at the multi-view video decoder.

Table 1. Correlation coefficients between the estimated and mea-
sured transmission distortions for each video sequence.

Sequence Level
Correlation coefficients
5% 10% 20%

BookArrival
MB 0.89 0.87 0.86

Frame 0.92 0.93 0.92

Newspaper
MB 0.85 0.86 0.84

Frame 0.90 0.91 0.89

Undo Dancer
MB 0.90 0.88 0.85

Frame 0.93 0.92 0.91

In order to validate the estimation accuracy of the proposed

transmission distortion model, the correlation coefficient between
the actual distortion and the estimated one has been measured at
the MB and frame levels. Since the proposed method focuses on
modeling the reconstructed distortion of the right view induced by
VSP, only the comparative results for the texture of the right view
are given. Table 1 shows the values of the correlation coefficient
computed for all the test sequences at various packet loss rates. As
can be observed, at the MB level, the correlation coefficients are
greater than 0.84, which clearly proves that the expected transmis-
sion distortion can be precisely estimated by the proposed model.
That is, the effect of inter-view error propagation caused by VSP
can be accurately accounted for. The same observation holds at the
frame level, where the proposed distortion model yields a correlation
coefficient greater than 0.89.

As a visual comparison, we also report that the frame-by-frame
distortion comparison between the estimated and measured trans-
mission distortions. Fig. 2 shows the distortion versus frame number
for the BookArrival sequence when the packet loss rate is equal to
10%. It can be observed that the estimated transmission distortion
still matches quite well with the actual frame-level distortion.
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Fig. 2. Frame-by-frame evolution track of the transmission distor-
tion estimation for the “BookArrival” sequence.

5. CONCLUSIONS

In this paper, we have proposed a new transmission distortion mod-
el for compressed MVD-based 3-D video streaming. Based on the
study on the characteristics of the propagating behaviour of trans-
mission errors due to packet losses, a recursive distortion model is
derived to capture the effect of transmission errors of the synthetic
reference view on the dependent view. Unlike other existing distor-
tion models, the proposed mathematical model explicitly takes into
account view synthesis based inter-view error propagation. Exten-
sive evaluation results demonstrate the provided estimate has a good
accuracy at both the MB and frame levels.
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