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ABSTRACT 

 
This paper presents view synthesis optimization for 3D-
HEVC based on a new texture smoothness process. In the 
original method, all pixels are exhaustively rendered to get 
distortions from synthesized views. Since not all pixels from 
the distorted depth map may cause distortions in the 
synthesized view, it brings unnecessary coding complexity. 
In this paper, lines of pixels are skipped based on the analysis 
of pixel regularity from smooth texture regions. It is due to 
the fact that the distorted disparity may not have much effect 
on the synthesized view in smooth texture regions. The 
proposed method can reduce the coding complexity of view 
synthesis optimization without significant performance loss. 
 

Index Terms— 3D-HEVC, depth coding, view synthesis 
optimization, VSO, texture smoothness 
 

1. INTRODUCTION 
 
Three-dimensional (3D) video, compared to the conventional 
2D video, can provide visual experiences with depth 
perception by the special displays that re-projected 3D scene 
from slightly different directions for the left and right eye [1]. 
With the recent advances in multimedia technology, the 
resolution of 3D videos becomes higher. Besides, 
stereoscopic displays, which provide two views of videos, 
cannot satisfy the users’ demand. Multi-view displays, which 
consist of a multitude of views, have become a new focus 
among multimedia information industry. However, a 
multitude of views will lead to a huge amount of data. To 
reduce the data rate of multi-view videos, an efficient coding 
scheme is desired. 

The most recent 2D video coding standard is the High 
Efficiency Video Coding (HEVC) standard. It was officially 
approved in 2013 as ITU-T Recommendation H.265 and 
ISO/IEC 23008-2 (MPEG-H Part 2). Due to its superior 
performance for 2D videos, Moving Picture Experts Group 
(MPEG) and Joint Collaborative Team on 3D Video Coding 
(JCT-3V) have started the standardization for 3D video 
coding, namely 3D-HEVC [1-4]. 

Multi-view plus Depth (MVD) video format is supported 
in 3D-HEVC. It consists of 2 or 3 texture videos associated 
with their corresponding depth maps. By making use of depth 
maps, virtual views between base views can be generated 
using Depth Image Based Rendering (DIBR) technique [5, 6]. 
Coding of depth maps can save lots of bit rates and reduce 
much complexity compared to texture coding. Since depth 
maps are only used to generate virtual views and not directly 
viewed, it is not optimal to encode depth maps using the 
conventional video encoder. Hence, decisions for depth map 
coding need to be based on synthesized view distortion 
instead of depth map distortion.  

Currently, many depth map coding algorithms focusing 
on estimating the synthesized view distortion have been 
suggested. They can be classified into two categories: 
rendering and non-rendering. In the first category, the view 
synthesis process is applied and the calculation of the exact 
synthesized view distortion change (SVDC) [7] replaces the 
original rate distortion (RD) calculation. This approach uses 
real distortions of synthesized views and is referred to as 
View Synthesis Optimization (VSO). It can achieve high 
coding efficiency but brings high coding complexity due to 
the view rendering process. Many research works [8-10] have 
focused to reduce the computing complexity. In [8], an 
algorithm makes an analysis to determine the condition in 
which pixels in the distorted depth map do not cause 
distortions in the synthesized view, but the analysis process 
is time consuming. In the second category, the approximated 
synthesized view distortion is estimated instead of direct 
calculation of SVDC [11-14]. This approach fully mimics the 
view rendering process in order to save time. Nevertheless, it 
may not estimate the accurate synthesized view distortion. 

In this paper, we propose an algorithm to speed up the 
VSO process. The view synthesis process is analyzed and the 
texture smoothness is employed to judge if it is necessary to 
use the VSO process for some regions. This judging process 
is used to skip some unnecessary calculation of VSO in order 
to reduce the computational complexity. The proposed 
algorithm quickly determines the threshold using the 
statistical method in order to minimize the threshold 
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computing process and further reduce the time for view 
synthesis optimization. 

The rest of this paper is organized as follows. Section 2 
generally presents the SVDC process. Section 3 introduces 
the proposed VSO based on texture smoothness in detail. 
Section 4 and Section 5 give the experimental results and the 
conclusions.  
 

2. SYNTHESIZED VIEW DISTORTION CHANGE 
 
Synthesized view distortion change (SVDC) relates the 
distortion of a depth map to the distortion of the synthesized 
view in order to improve the rate distortion optimization in 
depth map coding [7] and has become part of the test model 
for the development of 3D video coding technology [15].  

SVDC defines the change of the overall distortion in the 
synthesized view due to the change of the depth data. It is 
defined as the distortion difference ∆D between two 
synthesized textures ்ܵ

ᇱ  and ሚ்ܵ, as shown in (1):  
Δܦ ൌ ෩ܦ െ ܦ	
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(1)

where ்ܵ,ோ௘௙
ᇱ  denotes a reference texture rendered by the 

original texture and original depth map. ்ܵ
ᇱ  denotes a texture 

rendered from the reconstructed texture and the depth map ܵ஽, 
which is composed of the encoded depth map in encoded 
blocks and the original depth map in other blocks. ሚ்ܵ  is a 
texture rendered from the reconstructed texture and a depth 
map ሚܵ஽which differs from ܵ஽ where it contains the distorted 
depth map for the current block. The definition of SVDC is 
depicted in Fig. 1.  
 
2.1. Computation of SVDC 
 
In order to avoid the complete rendering process resulting in 
huge complexity, the current test model uses a method called 
a renderer model to enable fast computation of SVDC. The 
renderer model has three core processes: Initialization, partial 
re-rendering and SVDC calculation. 

The initialization process is carried out before the depth 
map coding. In this process, the complete synthesized texture 
is rendered by the original input depth and the original input 
textures.  

After the final coded depth data of the block is known, a 
partial re-rendering process takes place. In this process, the 
rendering model changes the block in ܵ஽ from the original to 
coded data and re-renders only parts of the synthesized view 
்ܵ
ᇱ in Eq. (1) that are affected by the change of the depth map 

data. 
The computation of the SVDC follows Eq. (1). In this 

process, though the re-rendering is carried out, no variables 
of the rendering model will be modified. It makes several  

Fig. 1. Definition of the SVDC 
 

SVDC computations from multiple depth candidates without 
the need of re-rendering the original data. 
 
2.2. Early Skip Mode of SVDC 
 
The test model also introduces an Early Skip mode for SVDC 
in order to speed up the computation process if the distortion 
of the disparity is zero [15]. The Early Skip mode proceeds 
in two steps. Firstly, the coded depth values of all the pixels 
in the block will be determined whether they are all equal to 
the original depth values. If it is the case, the whole block will 
skip the rendering process and SVDC is set to 0. Secondly, if 
the whole block cannot be skipped, each line of the block will 
be check if the coded depth values are all equal to the original. 
If it is true, this line can be skipped and SVDC of this line is 
set to 0. 

 
3. PROPOSED VSO BASED ON TEXTURE 

SMOOTHNESS  
 
When computing SVDC for the current block in the original 
VSO process, every pixel in this block will be warped, 
interpolated and blended to render a virtual view. Then the 
encoder will calculate SVDC in Eq. (1). By doing so, a large 
amount of pixels need to be rendered because of the high 
resolution of 3D video. This kind of one by one pixel 
rendering process will bring large computing complexity.  

In fact, it is not necessary to render every pixel. The Early 
Skip mode is a kind of solution and can skip lines or blocks 
of pixels by judging if their depth values are not distorted. 
However, there is another scenario due to the local 
characteristics of the reference texture video that may not 
cause distortions of the synthesized view in spite of the 
distorted depth map. The proposed algorithm is then based on 
the texture smoothness to speed up the VSO process. 
 
3.1. Description of the Proposed Algorithm 
 
In view rendering process, depth value is used to get a 
disparity vector to find the pixel position in the synthesized 
view from the base view. As shown in Fig. 2, the arrows 
denotes the disparity, the black dots represent the pixel 
positions in the original view, and the white dots indicate the 
pixel positions in the synthesized view. Dotted arrow denotes 
the distorted disparity vector that is calculated from the coded 
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depth value, and the grey dot denotes the distorted pixel 
position. Pixel c from the base view is located in a smooth 
region (a, b, c, d) and the distorted warped position c” is 
different from the original warped position c’. But the 
synthesized view may not change because the pixel is warped 
to the same smooth region. That is to say if the pixel is going 
to be warped in the smooth region of the synthesized view, 
the depth change may not have much effects on the 
synthesized view. 

Based on this observation, we propose an algorithm to 
speed up the VSO process using the texture smoothness. If a 
line of pixels is not skipped by the Early Skip mode, and it is 
in a smooth region of the texture picture, the rendering 
process for this line can be skipped. The procedure of the 
proposed method can be described in Fig. 3. 
 
3.2. Texture Smoothness Judgement 
 
The key issue of the proposed method is to judge the texture 
smoothness. Generally, the luminance (Y) and chrominance 
(UV) values can be used to measure the texture smoothness. 
If a region of pixels is smooth, the YUV values of each pixel 
must be very regular. Here we give a condition to judge the 
regularity for pixels in a smooth region:                        

ห ௣ܻ െ ௤ܻห ൑ ܶ (2)
where Y denotes the luminance value for the pixel, p and q 
are neighboring pixels, and T is the threshold which reflects 
the regularity of the smoothness.  

An intra DC prediction mode uses an average value of 
reference samples for intra prediction. In other words, if a 
block chooses an intra DC mode as its best mode, it can be 
seen as a smooth block. Hence, we recorded CU with the size 
of nൈn that uses intra DC mode and calculated the average 
difference between each pixel value and the average pixel 
value: 

തܻ ൌ
1
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௝
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where തܻ denotes the average pixel value, i and j denote the 
pixel coordinates, and A denotes the average difference.  

For each sequence, we compute the value of A for each 
CU according to (3) and (4). Then the most representative 
values of A for different sequences can be obtained as shown 
in Table 1. The values of A in the table are fractional because 
all values are derived based on the average values of A from 
4 QPs and 3 base views. Based on the statistical results, we 
make the threshold equals to 3. That is to say if all the pixels 
in a line satisfy the condition where the difference between 
neighboring pixels are all less than 3, this line can be seen as 
a smooth line. According to this threshold, we made statistics 
of the percentage of smooth lines. The results are shown in 
Table 2 in which the Early Skip mode is excluded. From 
Table 2, we can find except the lines skipped by the Early  

Fig. 2 Warping process of texture picture 
 

Fig. 3 Flowchart of the proposed algorithm in VSO 
 

Table 1. Distribution of A in Eq. (5) 

Sequence 
Most 

representative 
values of A 

Average values of  
A 

Newspaper 3.16 4.08 
Balloons 2.75 3.42 
Kendo 2.81 3.00 
GTFly 1.88 2.25 

UndoDancer 3.00 3.00 
PoznanStreet 5.67 6.08 

Average 3.21 3.64 
 
Skip mode, half of the rest lines can be judged as smooth lines 
using the proposed threshold.  

 
4. EXPERIMENTAL RESULTS 

 
To evaluate the performance, the proposed algorithm was 
built on the 3D-HTM reference software 9.2 [16] and was 
performed complying with the common test conditions [17]. 
The format of three views is used in this experiment. The  

Y Value

Y Value Original View

Synthesized View

c

c’ c”

da b
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Table 2. Statistics of the percentage of smooth lines 

Sequence 
Percentage of smooth lines (%) 

QP=25 QP=30 QP=35 QP=40
Newspaper 38.81 47.32 54.25 62.17 
Balloons 50.03 57.73 64.53 70.49 
Kendo 32.73 43.00 50.25 55.47 
GTFly 40.06 52.55 67.72 74.57 

UndoDancer 37.51 50.70 61.86 66.79 
PoznanStreet 33.67 44.19 53.57 63.86 

 
Table 3 BD-rate comparison 

Sequence 
Proposed (%) Method in [8] (%) 

Base Syn. All Base Syn. All
Balloons 0.0 0.2 0.1 0.0 -0.2 -0.1
Kendo 0.0 0.6 0.3 -0.1 0.1 0.0 

Newspaper 0.0 1.6 1.0 0.0 -0.1 0.0 
GTFly 0.0 0.1 0.1 0.0 0.0 0.0 

UndoDancer 0.0 0.9 0.7 0.0 0.2 0.1 
Average 0.0 0.7 0.4 0.0 0.0 0.0 

 

Fig. 4 Time saving of the proposed algorithm compared with 
the method in [8] 

 

Fig. 5 Skip rate of the proposed algorithm 
 
GOP size is set to 8 and the intra period is set to 24. The 
virtual view step size is set to 0.25. The texture QPs are set to 
25, 30, 35 and 40. The depth QPs are set to 34, 39, 42 and 45. 
Balloons (1024x768), Kendo (1024x768), Newspaper 
(1024x768), GTFly (1920x1088), and UndoDancer 
(1920x1088) are the testing sequences.  

We compared our algorithm to the original method with 
early skip disabled. The algorithm in [8] was used as a 
reference algorithm. Bjontegaard metric [18] was used to 
measure the coding performance between different 
algorithms. The bitrate reduction of base views and 
synthesized views for the proposed algorithm and [8] are 
separately shown in Table 3. “Base”, “Syn.” and “All” in 
Table 3 denote the bitrate reduction of the base view, 
synthesized view and both of them, respectively.  

It can be seen from Table 3 that compared to the original 
algorithm, the proposed algorithm basically kept the same 
coding performance, with 0.6% bitrate increase for the 
synthesized view and 0.4% bitrate increase for the 
synthesized and base view in average. The proposed 
algorithm can achieve the highest performance for 
“GhostTownFly” because the sequence has more smooth 
background scenes so that the proposed method can speed up 
the VSO process with less performance loss.  

The time saving of the proposed algorithm and [8] 
compared to the original algorithm are shown in Fig. 4. The 
total skip rates are also shown in Fig. 5. From Fig. 4 and Fig. 
5, it can be observed that the proposed algorithm can save 
above 21% time and skip above 70% lines of pixels in 
average compared to the original method with early skip 
mode disabled. The proposed method also reduces 
computational complexity as compared with the method in 
[8]. This is because the looping process in [8] for computation 
of the threshold takes time but the proposed method does not 
need this looping process. The results show that the proposed 
algorithm based on texture smoothness is very effective for 
VSO, and can even achieve good performance for high 
resolution videos.  It is because for high resolution videos, 
more smooth regions can be skipped. 
 

5. CONCLUSIONS 
 
In this paper, a new texture smoothness measure applied to 
view synthesis optimization is proposed to skip the 
unnecessary process for 3D-HEVC. The proposed algorithm 
analyzes the regularity of pixels in the smooth texture region, 
and utilizes the regularity to skip lines of pixels which are in 
smooth regions. This proposed algorithm can reduce the 
heavy computational burden of the exhaustive pixel 
rendering process without significant performance loss. This 
new VSO algorithm shows improvement compared to other 
methods proposed in the literature.  
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