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ABSTRACT

The recently ratified High Efficiency Video Coding (HEVC) stan-
dard is significantly outperforming previous video coding standards
in terms of compression efficiency. However, this comes at the cost
of very high computational complexity, which may limit its real-time
usage, particularly when targeting Ultra High Definition (UHD) ap-
plications. In this paper, an analysis of HEVC coding on UHD con-
tent is presented, showing that on average more than 18% of the
total encoding time is spent performing uni-directional Motion Es-
timation (ME) even when using fast algorithms such as Enhanced
Predictive Zonal Search (EPZS). In order to speed up the ME pro-
cess, a novel approach for fast inter prediction is proposed in this
paper based on a Multiple Early Termination (MET) decision pro-
cess. EPZS is only performed in blocks in which it is needed based
on local features of the encoded content, or it is skipped otherwise.
Experimental results show that the algorithm achieves on average
9.3% speed-ups over conventional HEVC, at the cost of very small
BD-rate losses.

Index Terms— Inter-prediction, video coding, UHD, HEVC,
early termination

1. INTRODUCTION

The recently approved H.265/HEVC (High Efficiency Video Cod-
ing) standard [1] was developed by the Joint Collaborative Team on
Video Coding (JCT-VC), a partnership between the ITU-T Video
Coding Experts Group (VCEG) and the ISO/IEC Moving Picture
Experts Group (MPEG), as a successor to H.264/AVC (Advanced
Video Coding) [2]. Although HEVC is based on a similar architec-
ture as its predecessor, it comprises several innovative coding tools to
maximise the compression efficiency. Some of these novel features
are: larger block sizes (referred to as Coding Units, CUs, spanning
up to 64 x 64 samples), recursive CU partitioning (CUs are classified
in depths according to the level of recursion), larger frequency trans-
formation block units (up to 32 X 32 samples), Merge mode in which
Motion Vectors (MV) can be inherited from neighbouring prediction
blocks, improved MV prediction, better interpolation filters for sub-
pixel Motion Estimation (ME), and so on. Thanks to these improve-
ments, HEVC reportedly achieves 50% bitrate reduction for a given
level of objective and subjective visual quality compared to AVC [3].
Unfortunately, this comes at very high computational costs, which
limit the real-time usage of HEVC.

These technological breakthroughs in video coding technolo-
gies may allow for coding and distribution of content at definitions
even higher than High Definition (HD), corresponding to a spatial
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resolution of 1920 x 1080 luma samples per frame. In particu-
lar, Ultra High Definition (UHD) is a new emerging video format
which is being defined with the objective of replacing the HD for-
mat in the near future. The specifications of the UHD format are
being ratified by the Digital Video Broadcasting (DVB) group and
the European Broadcasting Union (EBU) as specified in Recom-
mendation BT.2020 [4], and comprise a spatial resolution of at least
3840 x 2160 luma samples per frame. Encoding a signal at such
resolution represents an extremely demanding compression task, fur-
ther affecting the computational costs required for HEVC compres-
sion. For this reason, methods to decrease the complexity of the
HEVC coding scheme are crucial when targeting compression of
UHD content.

In this paper, an analysis of typical HEVC coding is presented,
which shows that inter-prediction and ME are responsible for a con-
siderable percentage of the encoding time especially when targeting
compression of UHD content. A novel algorithm to reduce com-
plexity of HEVC inter-prediction is therefore proposed, based on
Multiple Early Termination (MET) of the ME search and downsam-
pling of the distortion metric. The rest of this paper is organised
as follows. An overview of related work is presented in Section 2.
The analysis of HEVC performance when targeting UHD content
is given in Section 3. The proposed algorithm is then detailed in
Section 4. Experimental results are presented in Section 5. Finally,
Section 6 concludes the paper.

2. RELATED WORK

Several methods to reduce the complexity of HEVC have been pro-
posed. Only methods which target fast HEVC inter-prediction are
presented here, as this is the only part of the encoder scheme af-
fected by the proposed approach.

The HM reference software [5], developed by the JCT-VC dur-
ing the development of HEVC, already makes use of a fast ME algo-
rithm based on Enhanced Predictive Zonal Search (EPZS) [6]. When
using EPZS, a certain number of MV candidates are considered,
computed using information from spatially or temporally neighbour-
ing blocks, and also testing predefined M Vs such as the median MV
or the (0,0) MV. Then, pattern searches are performed in the sur-
rounding of such candidates to find the optimal MV solution for the
current block. The algorithm used in the HM reference software is
very similar to previous implementations used in the AVC standard;
details of this algorithm fall out of the scope of this paper.

Hu and Yang [7] propose a method for reducing the number of
MYV candidates tested during the motion search based on statistical
inference. When using this method, a parameter is computed us-
ing the variance of the residual signals in neighbouring blocks. The
parameter is then used to decide whether to test a certain MV can-
didate. Kim et al. [8] propose an approach also based on statistical
properties of the distortion error during ME, to determine whether
to perform bi-directional ME or not. Also, another method was pro-
posed [9] to early determine the usage of the Merge mode on a block.
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Recently, an approach was proposed by Pan et al. [10] as a com-
plement to the EPZS algorithm used in the HM reference software,
based on Early Termination (ET) of the motion search. In general
terms, ET schemes have the goal of reducing the computational com-
plexity of ME by possibly exiting the motion search at an early stage
in case a certain condition is triggered. Typically, the ET condition
refers to local characteristics of the block, which are assumed to be
correlated with the outcome of ME. The method proposed in [10] is
applied immediately before performing EPZS. A particular pattern
search is performed around the optimal EPZS starting point, and the
outcome of such search is used to possibly trigger the ET. In small
blocks (namely in blocks extracted CUs at high depths), it is suffi-
cient to examine a small area around the point, which means a small
number of MVs is tested in the pattern search. Conversely, a larger
pattern search involving testing of more M Vs is necessary in larger
blocks (extracted from CUs at low depths). Finally, if the original
starting point is found to be the minimum solution output after the
pattern search, then such starting point is taken as optimal MV for
the current block, and the motion search exits without any further
calculations. Otherwise, if the minimum solution output after the
pattern search is different than the original starting point, EPZS is
performed as in conventional HEVC.

3. CHALLENGES OF UHD CONTENT

HEVC complexity becomes an even more critical issue when target-
ing compression of UHD content. Moreover, existing technology for
capturing and recording signals at such definitions is still suboptimal.
As a result, typical UHD content available today is characterised by
an inherent lack of fine details and other peculiar features. It is rea-
sonable to assume that these features may influence the coding per-
formance, due to their impact on the quality of the reference blocks
used for inter-prediction and also on the amount of non-zero residu-
als resulting after quantisation. These factors affect the complexity
and efficiency of HEVC. On the contrary, even though HEVC was
designed to address compression of higher resolution signals, very
little research exists today to specifically address UHD encoding.

In this section, experiments are presented to highlight some of
the challenges while coding UHD content. Tests were performed
using the HM reference software version 12.0 under the Common
Test Conditions (CTC) specified by the JCT-VC [11] using four dif-
ferent values of the Quantisation Parameter (QP). The encoder was
profiled while testing each sequence in order to measure the time
spent while encoding CUs at different depths or while performing
different tasks. Two groups of test sequences were considered: in
the first group (referred to as non-UHD content), 6 sequences at dif-
ferent resolutions spanning from 832 x 480 to 1920 x 1080 luma
samples were considered. In the second group, sequences at UHD
resolution of 3840 x 2160 luma samples were considered. Finally,
the average encoding times were computed for all sequences in each
group, at all QPs.

The chart in Figure 1 (a) shows the distribution of encoding time
for these two groups broken down with respect to CU depths. This
was computed as the average time spent by the encoder testing CUs
at a certain depth, with respect to the total coding time. Clearly,
while non-UHD content is characterised by a more uniform distribu-
tion of times, encoding time is mostly spent at higher depths when
coding UHD content. Around 36% of encoding time was spent cod-
ing CUs at depth 3 (i.e. 8 x 8 luma samples) in UHD content, com-
pared with only 28% in the case of non-UHD signals. The chart
in Figure 1 (b) shows instead the distribution of encoding time bro-
ken down with respect to specific tasks such as EPZS, BiPrediction
or Sub-pel ME. Again, UHD content presents a distinct behaviour:
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Fig. 1. Encoding time distribution per depth (a) or per task (b) for
UHD or non-UHD content.

EPZS takes a consistently higher amount of the total encoding time
(18%) than in non-UHD content (less than 13%). Due to such a
higher impact of EPZS on the total encoding time, it is crucial that
the motion search is as fast as possible when targeting UHD coding.

4. MULTIPLE EARLY TERMINATION WITH SAD
SUBSAMPLING

While EPZS is already considerably less complex than full search
ME, it still involves testing of a relatively large number of MVs.
Each MV is typically examined in a Rate-Distortion (RD) sense.
The distortion between original block and prediction block obtained
by means of such MV is computed. In conventional HEVC, this
happens by means of the Sum of Absolute Differences (SAD) met-
ric. Formally denote as X [h,w] and P[h,w] the samples in the
original block X and prediction block P respectively, where h =
0,....H—-1,w=0,..,W — 1 and where H and W are the blocks
height and width respectively. Then the SAD is computed as:

H-1W-1

SAD =" > " |X[h,w] - P[h,w]|, 1)

h=0 w=0

The distortion is then adjusted with an estimate of the rate necessary
to encode the corresponding MV to obtain an estimated RD cost C'.
This is typically computed as:

C =SAD + ARumv, 2)

where A is a predefined Lagrangian multiplier, and Rysv is defined
as:
Ruv = bX +0bY (3)

where bX and bY are the number of bits necessary to encode the z
and y MV component respectively.

Each SAD computation and the corresponding evaluation of the
RD cost are computationally expensive for the encoder. Moreover,
in many blocks, particularly in static areas of content or slow-motion
sequences, the motion search starting point is already capable of pro-
viding sufficient prediction accuracy, which means EPZS examines a
large number of M Vs while finally returning the motion search start-
ing point as optimal solution. All RD cost computations performed
during the motion search in these cases do not impact the coding
efficiency, while drastically affecting complexity.

The proposed method has the goal of identifying these cases to
selectively avoid performing EPZS and consequently reducing com-
plexity. As opposite to other methods which operate directly before
or during EPZS (such as the approaches in [7] or [10]), the proposed
algorithm acts in the previous step, during the selection of the op-
timal starting point. The idea is that an ET scheme can be applied
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to each of these candidate starting points to check whether any of
these may be used as final MV solutions without performing further
computations.

In particular, the EPZS algorithm used in HM initially consid-
ers a set of N possible candidate MV starting points, referred to in
this paper as MVp, ..., MVn_1. The first candidate MV starting
point is derived as the (component-wise) median of the MVs that are
used during the MV prediction process; refer to such candidate as
MVy. The second candidate MV starting point is the zero-valued
MV (i.e. a MV whose components are both 0); refer to such can-
didate as M V. Finally, up to 3 other candidate MV starting points
are considered, namely the optimal MVs previously found in spa-
tially adjacent blocks (left, top, and top-right). Note that not all of
these MVs may be available (for instance if any of the neighbouring
CUs are intra-predicted, or when currently encoding a block at the
borders of the frame). The available MVs are included in the list of
possible candidate starting points, referred to in this paper as M V5,
MV3 and MVy. In total, a minimum of 2 and maximum of 5 can-
didates may be considered. In conventional HEVC, each of these
points is tested in an RD sense, and the best point is then used as a
starting point for EPZS.

In the proposed method, the following algorithm is instead ap-
plied while considering each starting candidate M V;:

1. Compute the estimated RD cost C; between original block
and prediction obtained using M V.

2. Perform a diamond pattern search in the surrounding of MV;
to test up to 4 MVs. Let x; and y; be the horizontal and ver-
tical components of MV, respectively. Denote as MV, o =
MYV, and initialise an index j to 1. Then:

(a) Compute the RD cost C; ; between original and pre-
diction block extracted using M V; ;, where

MV;j = (@5, Yi,5)s

Zini = (wi—1),xi2 = (xi+1), 25,3 = Ti, Tija = T4,
and
Yil = YisYi2 = Y ¥is = (Yi — 1), 454 = (yi + 1).

(b) If Ci,; < C;, namely if there exists an M'V; ; with j >
1 whose corresponding RD cost is less than the cost of
the original MV starting candidate MV, then update
the temporary minimum cost to Cy,sn = Cj ;. Con-
sider an enhanced optimal starting point as M V,in, =
MYV; ;. If ¢ < N —1, increment the index ¢ and to Step
1, otherwise go to Step 4.

(c) Elseif C;; > Cj and j < 4, increment j and go to
Step 2a. Else, if j = 4, the depth d of the current CU
is considered. In case d = 2 or d = 3 (namely the CU
is smaller or equal than 16 x 16 luma samples), go to
Step 3, otherwise go to Step 2d.

(d) Only for blocks extracted from CUs at depth d = 0
or d = 1 (namely whose size is larger or equal than
32 x 32 luma samples), an additional hexagonal search
is performed after the diamond search. For each value
of j such that 4 < j < 10, compute the cost C} ;
between original and prediction block extracted using
MV j, where MVi j = (2i 3, i,5),

zis = (i — 2),zi6 = (zi — 1), 3,7 = (2 — 1),
zig = (zi + 1), x50 = (xs + 1), 5,10 = (zi + 2),
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Fig. 2. Block diagram of proposed algorithm compared with con-
ventional HEVC and previously proposed ET algorithm in [10].

and
Yi,5 = YisYi,6 = (Ui +2),yi7 = (¥i — 2),
Yi,s = (¥ +2), 9,0 = (¥ — 2),¥i,10 = ¥i-

(e) If C»L',j < ()} then update Coin = 5 Ifi<N-—-1,
increment the index ¢ and go back to Step 1, otherwise
go to Step 4.

(f) Elseif C;; > C; and j < 10, increment j and go to
Step 2d, otherwise, if j = 10 go to Step 3.

3. If C; < (5,5 Vj > 1,and C; < Chin, then ET is triggered.
MV; is selected as the MV for the current block, and the al-
gorithm exits.

4. Else, if ET is not triggered. M V,,,ir, is selected as the en-
hanced optimal starting point for the motion search, and
EPZS performs as in conventional HEVC.

A simplified block diagram of the proposed algorithm com-
pared with conventional HEVC and the algorithm proposed in [10]
is shown in Figure 2. Notice that the pattern search used in Step 2a
is the same as used in [10]. On the other hand, notice also that if ET
is not triggered in any of the considered ET points, the algorithm
outputs an enhanced starting point M V;,;,, which is the outcome
of multiple pattern searches. This is potentially a better starting MV
than the one used in conventional HEVC or in [10].

MET involves considerably more SAD computations during the
selection of the optimal starting point compared with conventional
HEVC or the algorithm in [10]. Such computations may impact the
effectiveness of the algorithm illustrated in this section. For this
reason, in order to further speed up the MET process, each SAD
computation on blocks whose size is larger than 8 x 8 samples is
calculated by means of downsampling.

In particular, downsampling is performed in both dimensions
(width and height), in such a way that the downsampled block size
is reduced to 8 x 8 samples regardless of the blocks original size.
Formally, the following downsampled blocks, namely X [m,n] and

P[m, n] are considered:

X[m,n] = X[mM,nN], m,n=0,..,7, 4)



and: .
Plm,n] = PmM,nN], m,n=0,...,7, 5)

where M = % and N = % are the downsampling rates for each
dimension.
Correspondingly, the downsampled SAD is computed as

7 7
SAD = K 3" |X[m,n] — Plm,n]], ©)

m=0n=0

where K = ﬁ is the scaling factor. The RD cost is then computed
using such downsampled SAD as in Eq. 2.

5. RESULTS

The proposed algorithm was tested on 7 UHD sequences. All the
tested sequences have a spatial resolution of 3840 x 2160 luma sam-
ples, 8 bits per sample bit depth, and 4:2:0 chroma subsampling. De-
tails for the tested sequences such as framerate, number of frames,
Spatial Index (SI), and Temporal Index (TI) [12], can be found in
Table 1. Sequences ManAndPlants, ParkAndBuildings, and Vehi-
cles are part of the BBC UHD dataset [13], while sequences Camp-
fireParty, Marathon, Runners, and RushHour are part of SJTU 4K
Video Sequences dataset [14]. Each sequence was encoded at four
different QP values (22, 27, 32, 37), as specified in [11].

Table 1. UHD sequences used for testing

Sequence name Frame Number SI TI
rate of frames

ManAndPlants 50 500 4.52 17.69
ParkAndBuildings 50 500 15.21 | 41.98
Vehicles 50 500 10.06 | 19.53
CampfireParty 30 300 5.51 35.52
Marathon 30 300 5.11 19.05
Runners 30 300 6.43 25.35
RushHour 30 300 3.95 19.90

The sequences from Table 1 were tested using the following con-
figuration: Dual 6-core Intel Westmere (E5645) with 24G RAM,
using the JCT-VC CTC with Random-Access Main configuration,
[11]. For all the tested sequences, the Bjontegaard Distortion (BD)
rate [15] was computed. This is a measure of the performance of
a proposed encoder with respect to an anchor, in percentage. Posi-
tive values of the BD-rate mean a decrease in compression efficiency
with respect to the anchor. In addition, the total encoding speed-up
was computed for each of the 4 tested QPs for each video using the
following formula:

Ta—Twm

AT; = T

x 100%, @)
where T4 denotes the total encoding time for the anchor encoder,
and Tas denotes the total encoding time for the modified encoder.
Finally, arithmetic mean of AT; for all 4 points was computed to
obtain the average encoding speed-up AT

The results can be found in Table 2, where BDy/gr and
ATy e denote the BD rate and total encoding speed-up obtained
using the proposed method. These were compared with the results
obtained using the method in [10], where the BD rate and total
encoding speed-up obtained using such method are also presented
in the Table 2, denoted as BD g1 and AT g respectively.

Table 2 shows that the proposed method consistently decreases
HEVC complexity, achieving more than 2.5 times speed-up com-
pared to the method in [10] while keeping the BD rate losses at very

Table 2. Experimental results

Sequence name BDET BD]MET ATET AT]\/IET
ManAndPlants 0.18% 0.51% 4.3% 10.4%
ParkAndBuildings | 0.11% 0.36% 2.4% 7.7%
Vehicles 0.05% 0.11% 3.1% 6.5%
CampfireParty 0.17% 0.35% 4.8% 12.6%
Marathon 0.10% 0.29% 3.7% 9.5%
Runners 0.03% 0.12% 3.9% 8.9%
RushHour 0.07% 0.30% 3.6% 9.6%
Average 0.10% 0.29% 3.7% 9.3%
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Fig. 3. Inter-prediction time distribution per task for HEVC, ET [10],
and proposed MET, in the RushHour sequence.

low values. As can be seen in Table 1, the results are obtained on a
set of sequences with a wide range of SI and TI. In particular, SI is
in the range from 3.95 to 15.21, while TI spans from 17.69 to 41.98.
On average, the speed-up for the proposed method is 9.3%, com-
pared to 3.7% for the method described in [10], while the BD rate
losses are 0.29% and 0.10% respectively.

Speed-ups are obtained as a result of decreasing the impact of
EPZS on inter-prediction. Figure 3 shows the distribution of encod-
ing time needed during inter-prediction for particular tasks such as
EPZS, BiPrediction, Sub-pel ME and Merge prediction, in the case
of conventional HEVC, the method described in [10], and the pro-
posed MET approach, for the RushHour sequence. The impact of
EPZS on the total inter-prediction time decreases from 38% in con-
ventional HEVC and 33% using the method in [10], to only 23%
using the proposed approach.

6. CONCLUSIONS

The HEVC standard significantly outperforms its predecessor AVC,
obtaining on average more than 50% higher coding efficiency. This
comes at the cost of very high computational complexity, particu-
larly when targeting content at high spatial and temporal resolution,
as is the case for UHD applications. In this paper, a novel method
to reduce the complexity of HEVC inter-prediction was proposed,
based on MET schemes applied to the EPZS search at the same
time while selecting the optimal starting point. Also, to further de-
crease the time needed for the encoding, distortion is measured on
downsampled blocks to reduce complexity of SAD operations. The
approach was shown achieving on average 9.3% of total encoding
time reductions, at a very small cost in terms of compression effi-
ciency degradation, obtaining on average 0.29% BD rate increases
with respect to conventional HEVC.
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