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ABSTRACT

We present a scene adaptation algorithm for object detection.
Our method discovers scene-dependent features discrimina-
tive to classifying foreground objects into different categories.
Unlike previous works suffering from insufficient training
data collected online, our approach incorporated with a sim-
ilarity grouping procedure can automatically gather more
consistent training examples from a neighbour area. Exper-
imental results show that the proposed method outperforms
several related works with higher detection accuracies.

Index Terms— Object detection, visual surveillance.

1. INTRODUCTION

A main difficulty of applying a pre-trained object detector
to visual surveillance is to collect the training data suitable
for various unknown situations. To learn an effective classi-
fier, a fundamental issue is to keep the training and testing
data drawn from the same distribution. However, a surveil-
lance camera could be mounted in any environments. The
objects may have various appearances in different environ-
ments. Hence, object detectors pre-trained [1, 2, 3, 4, 5] usu-
ally perform worse for a surveillance camera even though a
large-scale dataset has been used for off-line learning.

Collecting on-site training data and doing re-training or
transfer-learning [6, 7] from the data is a solution to this
problem. However, the object appearance could be highly
variant in the entire scene, and thus the data are often inap-
propriate to learn a classifier available for the whole scene.
Fortunately, the target objects seen from a road-side camera
usually have some local regularities in their sizes, shapes,
and/or moving speeds. For example, when objects (eg., vehi-
cle, bike, or pedestrian) move in a scene, it is often that the
foreground blobs sharing the same moving directions have a
consistent object orientation. Examples include pedestrians
going across a zebra crossing (Fig. 1) and cars driving on
roads. Such scene-regularities is helpful in gathering consis-
tent data for better online training to learn an effective object
detector adaptive to locations.

Since the object movement is regularized by the local
structure in a scene, different locations would be suitable
to have different classifiers applied. To do this, several
approaches subdivide the input image into grids (or size-

Fig. 1: Pedestrians cross the road with similar appearance and
moving directions.

fixed subregions) and gather the foreground samples passing
through the same grid for online training [8, 9, 10, 11]. A
limitation is that they are apt to get immature solutions as
the number of objects passing by a grid could be small and
therefore the training data collected per grid is insufficient to
conduct a non-superficial detector.

In this paper, we propose a superpixel-based approach to
employ the scene regularity. Our method segments the scene
image into nonuniform regions (i.e., superpixels), and the ob-
ject samples passing by each region have similar location-
dependent features (such as coherent object size, shape, mov-
ing direction and speed). Our method thus avoids the diffi-
culty caused by constant-shape grids. Each superpixel con-
tains a larger number of feature-consistent training samples,
making the online learning more efficient. The proposed ap-
proach does not rely on pre-specified object size or grid size
that is crucial to determine. We use the MASS (referred to as
“Moving direction, Aspect ratio, Size, Speed”) features ex-
tracted from the passing-by objects per location for grouping
a region. In addition to the location-aware object detectors
learned, the MASS features can serve as further prior knowl-
edge for object detection in the scene. In our work, they are
combined to conduct an effective scene-dependent object de-
tection algorithm.

2. METHODOLOGY

We introduce a pixel-driven and grouping approach in
the prior-scene understanding phase. Our approach then seg-
ments the scene into homogeneous regions based on several
semantically meaningful and location-adaptive features. Fig-
ure 2 shows an overview diagram. The proposed method
consists of four stages and is described in detail as follows.
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Fig. 2: Overview of learning the location-aware object detectors in a specific scene

2.1. Training blobs generation

At first, we assume that several video clips were gathered
for the target scene, constituting the training datasetH.

Given a training image I ∈ H, we apply a generic detec-
tor [1] (learned offline) of category c (c = 1...C) to the fore-
ground blobs extracted from background subtraction [12]. If
a foreground blob is classified as positive by the c-th generic
detector, we then put this blob into the training bag of the cat-
egory c. After dealing with all the training images, we obtain
C training bags Bc (c = 1 ...C ) as follows:

Bc = {ock | k = 1...Kc}, (1)

where ock ∈ Bc are the foreground blobs found by the generic
detector of category c. The categories considered in our study
include pedestrian, vehicle, and bicycle/scooter (we treat both
as the same) with C = 3. Our method is also applicable to
detect a single category of objects, eg., by setting C = 1 for
learning pedestrian detectors only.

2.2. Feature density estimation

Let (x, y) ∈ Z2 (1 ≤ x ≤ W, 1 ≤ y ≤ H) be a pixel
location in the input image. What we are interested are the
MASS features of the foreground blobs passing by (or nearby)
the position (x, y). Given the training blobs, we estimate the
Gaussian distributionN (µcτ ;p, σ

c
τ ;p) of the MASS feature τ ∈

{md, ar, size, sp} on the site p = (x, y) for the category c.
Note that the training blobs could be noisy because both

the generic detector and background subtraction methods are
non-perfect. However, we need only a rough estimation of
very few parameters (µ and σ) at this stage. Thus the parame-
ters estimated still work well for such a preliminary purpose.
The parameters are easy to be refined incrementally too.

2.3. Coherent feature map generation and grouping

To collect the training data online, a significant issue is
that it causes easily the failure of a learning algorithm when
the training dataset is composed of exemplars of various
orientations or viewing angles. Collecting these orientation-
similar objects online is thus helpful to learning an effective
object detector adaptive to locations. Similarly, features such
as size and aspect ratio of the foreground blob are also useful
to collecting appearance-similar objects and ease the online
learning process.

We consider the MASS features τ ∈ {md, ar, size, sp}
that reflect the location-based features of object moving di-
rection, aspect ratio, size, and speed, respectively. As the
samples associated only with location p are insufficient for
training, given a feature τ , we group the positions with sim-
ilar feature values in terms of τ by segmenting the image of
into feature coherent regions. The segmentation is achieved
by using the multi-label graph cuts algorithm in [13] that min-
imizes an objective function E of the following form:

E (l) =
∑
p∈P

Edata (lp) +
∑
p,q∈N

Esmooth (lp, lq) , (2)

with lp ∈ L. L is the set of labels, P is the set of all pixels
and N is a set of all pixel pairs of a neighbourhood system.
We define the data term based on the probability distribution
map, {N

(
µcτ ;p, σ

c
τ ;p

)
| p ∈ P} as follows:

Edata (lp) =
∣∣lp − µcτ ;p∣∣ . (3)

To formulate the smoothness term, we hope that neighbor po-
sitions tend to have the same labels. When two positions in
the neighbor system N have similar means but different labels
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Fig. 3: An example of the size coherence map and its Gaus-
sian distribution of each region for category car. There are
other speed, aspect ratio, moving direction coherence maps
generated by the process in Sec. 2.3 as well.

lp and lq , we set a large penalty weight to this pair of posi-
tions; besides, we decrease the penalty weight if their vari-
ances are large. The smoothness term is defined as

Esmooth (lp, lq) ∝
1− δ (lp − lq)(

µcτ ;p − µcτ ;q
) [(

µcτ ;p
)2

+
(
µcτ ;q

)2] , (4)

with δ(·) denoting the delta function.
Given a feature τ and category c, we call the segmentation

result the feature coherence map of the feature and category,
denoted as F cτ (p) , p ∈ P. The number of regions |L| can
be set according to the complexity of scenes. In our imple-
mentation, we choose |L|= 6. Fig. 3 shows an example of
the feature coherence map obtained for the vehicle category
from the MASS features. It can be seen that the distributions
of the feature coherence map are roughly consistent with the
perspective effect and the road areas of the scene.

2.4. Detector learning and combination

Once the feature coherence maps are constructed, we first
intersect the regions for all MASS features,

Gc (p) = ∩{F cτ (p) |τ ∈ {md, ar, size, sp}}, p ∈ P. (5)

Each region in the obtained mapGc then contains similar val-
ues for all MASS features. For every region γ in Gc, we train
an appearance detector Φc by using the training blobs associ-
ated with this region, and employ Φc as the appearance detec-
tor for every location p ∈ γ (i.e, we set Φcp = Φc ∀p). Com-
pared to using the grid regions of a fixed size, our approach
discovers automatically the non-uniform-shape regions with
coherent characteristics of the moving objects. Hence our
method is more suitable for on-site learning than previous
methods.

We can use either transfer learning or re-training for con-
structing Φc from the associated training blobs, where the for-
mer migrates the generic detector to a domain-transferred de-
tector, and the later just trains a new detector. Without loss of
generality, we choose the later strategy but the former is also

applicable in our framework. We re-train a detector in the
HOG feature space by using SVM with probabilistic output
to obtain Φc. Finally, for each location p, we combine both
low level features and appearance-based detectors for classi-
fication. Consider a foreground blob B in the test image with
the center position p = C (B). We classify B by computing

ĉ = arg max
c

 ∏
τ∈{md,ar,size,sp,}

Θc
τ ;p(B)

Φcp (B) , (6)

where Φcp (B) is the probability of classifying B as category
c by the appearance detector Φcp , and Θc

τ ;p (·) is the prior
probability drawn at the location p of the MASS feature τ ,

Θc
τ ;p (·) ∼ N (µcτ ;p, σ

c
τ ;p). (7)

If the probability in eq. (6) is larger than a threshold ε, we
then classify B as category c ; otherwise B is determined as
not belonging to any of the categories c ∈ {1, ..., C}.

3. EXPERIMENTAL RESULTS

We use the proposed algorithm for pedestrian detection
and multi-class object detection/classification. The results are
presented in Sections 3.1 and 3.2, respectively.

3.1. Pedestrian detection

The evaluation is conducted on the public dataset Cen-
tral Pedestrian Crossing Sequences [14]. In the experiment,
the training and testing sequences contain 301 frames with
560 pedestrians and 601 frames with 340 pedestrians, respec-
tively, consistent to the setting of [10] for fair comparison.

We compare our method with both generic (off-line
trained) detectors and scene/location-based approaches. The
generic detectors in the comparison include the cascaded
Haar-like features [15], HOG+SVM [1], deformable part-
based model (DPM) [3] and the Fastest Pedestrian Detector
in the West (FPDW) [2]. A method employing only simple
blob features [4] is also compared. The location-adapted
methods [16, 10] are used for comparison. The method in
[16] learns a gird-based detector with fixed updating rules.
An improved version is then presented in [10], which uses on-
line boosting for feature selection. Both methods are scene
and location dependent with fixed grids employed.

To quantify the detection performance, we adopt the F-
measure [17] that is the harmonic mean between precision
and recall as follows:

FM =
2× P ×R
P +R

(8)

The results are shown in Table 1. As discussed, it is difficult to
train a generic detector that can work robustly for every scene.
Hence, the location-adaptive methods (including both ours
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Table 1: Pedestrian detection results sorted by F-measure.

Method R P FM
Ours 0.98 0.91 0.95

Sternig et al. [10] 0.63 0.96 0.76
Grabner et al. [16] 0.55 0.88 0.68

FPDW [2] 0.53 0.72 0.61
BGM [4] 0.93 0.24 0.38
DPM [3] 0.26 0.32 0.29

Viola and Jones [15] 0.31 0.13 0.18
Dalal and Triggs [1] 0.19 0.15 0.17

Table 2: Specification of the training and testing data. Dataset
A is only for training the generic detector.

A B PETS01

Train
PED# 59719 2799 31178
Bike# 5450 1207 1432
Car# 33382 8810 2734

Test
PED# 3528 44992
Bike# 897 1358
Car# 4071 6166

and those in [16, 10]) perform better than the generic detec-
tors. Among the generic detectors, FPDW performs the best
as can be seen in Table 1. DPM [3] performs the second best,
but its F-measure drops fast as there is a large gap between
the accuracies of them. Due to the problem of appearance
inconsistency, the overall performance of generic detectors is
unsatisfied. The detector using only simple foreground-blob
features [4] performs better than many generic detectors.

Among the location-adaptive methods, it can be seen that
our method performs better than the others [16, 10]. It is be-
cause our method employs a prior scene segmentation step
to discover and group feature-similar regions, which is useful
for more discriminant training.

3.2. Multi-class object classification

To evaluate the performance of multi-class object detec-
tion, we conduct experiments on two datasets. One is the
publicly available dataset PETS2001. In this experiment, we
have C = 3 categories, namely, pedestrian, vehicle, and bi-
cycle/scooter (treated the same). We select the training se-
quences from camera#1 in dataset 1, 2 and 4 and testing se-
quences from camera#2 in dataset 3, respectively. The other
is our own datasets A and B collected in a campus shown in
Fig. 4. The amount of training and testing data are depicted
in Table 2.

Because most location-based approaches [8, 9, 10] are
designed for 2-class problems, in this experiment, we com-
pared our approach to other two methods, generic object
detector [1] and location-based method [11] for multi-class
classification. In this experiment, the generic detectors are
learned by using the images from dataset A as the training
samples. Then, the obtained genetic detector is used for the
other datasets, PETS2001 and dataset B. As shown in Table

(a) (b) (c)
Fig. 4: Experimental datasets: (a) PETS2001, (b) dataset A,
and (c) dataset B

3 and Table 4, the overall accuracy can be significantly im-
provement by the location-adaptive approach of both our and
Zhang et al. [11] methods. In comparison of ours and Zhang
et al. [11], our method achieves better detection performance
than the method in [11].

Similar to the pedestrian detection experiments, our
approach can build category-dependent coherent regions.
Hence, unlike the method that subdivides the scene into size-
fixed subregions for all the categories [11], our method can
conduct location-adaptive detectors more effectively.

Table 3: Comparison of the confusion matrices on
PETS2001.

Our Method Zhang et al. [11] generic detector [1]
Ped Bike Car Ped Bike Car Ped Bike Car

Ped 97.8 1.55 0.64 78.89 19.57 1.52 91.3 8.3 0.3
Bike 26.41 70.68 2.90 22.75 40.94 36.30 34.9 51.0 13.9
Car 4.32 3.78 91.89 55.10 13.72 31.17 3.6 7.3 89.0

Overall 86.79 % 50.33 % 77.14%

Table 4: Comparison of the confusion matrices on dataset B.

Our Method Zhang et al. [11] generic detector [1]
Ped Bike Car Ped Bike Car Ped Bike Car

Ped 93.8 4.66 2.33 99.17 0.50 0.30 86.8 13.1 0
Bike 40.20 51.90 7.89 34.62 37.41 27.96 52.9 47.0 0
Car 7.04 6.65 86.29 48.25 28.39 23.35 3.4 5.4 91.0

Overall 77.06 % 53.31 % 74.95%

4. CONCLUSION

We have introduced an approach to conduct location-
adaptive object detectors for specific scenes. By segment-
ing a scene into nonuniform superpixels based on scene-
dependent features, better location-aware object detectors can
be learned. Experimental results show that our approach per-
forms better than both generic detectors and other location-
based object detectors with more semantically consistent
training samples discovered and employed in the proposed
scheme.
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