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ABSTRACT

View synthesis received increasing attention over theylaats, as
it offers a wide range of practical applications like Fre@wpoint
Television, 3D video, video gaming, etc. The main issuesiéwv
synthesis are the filling of disoccluded areas and the wagrgfimeal
views. In this paper we propose a new hole filling method, ésus
temporal correlations in the real views to extract inforimrabn dis-
occluded areas from different time instants in the syntheéw. We
also propose a sub-pixel warping technique that takes ictouant

depth and can be used for both the warping of the real view #s we

as for motion compensation. Our method is proved to bringgaf
up to 0.31dB in average over several multiview test sequence

Index Terms— view synthesis, multiview video, hole filling,
depth-image-based-rendering

1. INTRODUCTION

Recent advances in video coding, transmission and disglely- t
nologies have raised the quality of 3D video representattonan
acceptable level for usage in everyday applications. Bf@ipplica-
tion scenarios include 3D video, immersive teleconferesystems
and Free View Point Television (FTV) [1] [2]. Acommon 3D vinle
format for these applications is MultiView Video (MVV), wth is
composed of several video sequences representing the same s
and acquired from different points of view. Another commep-r
resentation is the Multiview-Video-plus-Depth format (@Y [3],
where each view is associated with depth information. Téjse-
sentation allows the synthesis of multiple view points atriceiver
side. A typical class of synthesis methods based on thisgbare
Depth-Image-Based-Rendering (DIBR) techniques [4].

The Moving Pictures Experts Group (MPEG) showed a high

level of interest for MVD formats and their ability to suppamulti-

view video applications. An experimental framework forstformat
was developed in the standardization process of a 3D ertesi
the High Efficiency Video Coding standard [5]. The framewalo
defines a View Synthesis Reference Software (VSRS), whiotval

additional views to be rendered from MVD sequences usingRDIB

methods [6].

A common problem in view synthesis is caused by areas o

the scene, which are occluded from one point of view but ase vi

ible in another. When rendering a new video from a new point o

view, these areas will appear as “holes” in the synthetizeage,
also known as disocclusions. Traditionally this problensasved
with inpainting algorithms such as those described in [7]8)r
Two popular inpainting algorithms were developed by Bentaland

Sapiro [9] and Criminiset al. [10]. However, the temporal correla-
tions in a video sequence allow for a different approachctvisan
retrieve real scene information. Because disoccludeceobig typi-
cally part of the background, a first class of methods propm&kin
disocclusions with background information extracted fnowitiple
time instances of a real view [11] [12]. Other methods useptaal
correlations in the synthesized view in order to retrieferimation
from different time instants. Shimizu and Kimata [13] usetioo
estimation directly in the rendered view to improve the hgsts.
Chenet al. [14] use block-based motion estimation in adjacent views
and retrieve information about disoccluded areas by waritia start
and end point of the motion vectors.

In this paper we present a new temporal hole filling scheme.
We use dense motion vector fields computed with optical flds} [1
and warp them at the level of the synthetized view by imposing
epipolar constraint [16]. Furthermore we introduce a sewpdrping
technique that can be used for both motion compensation ¢ D
warping. This technique is used to warp the real adjacentssie
and then to motion compensate a past or future frame usimgeder
motion vectors from the left or right base views. This allous
to partly fill disocclusions with real background infornaati from
other temporal instants. The remaining holes can be filled any
inpainting algorithm.

The remainder of the paper is organized as following. In Sec.
we present our temporal hole filling scheme and Sec. 3 descaibr
warping technique. The experimental results are reportegec. 4
and Sec. 5 concludes the paper.

2. TEMPORAL HOLE FILLING

In general, disocclusions in the synthesized view can tssiflad in
two categories depending whether the area in the referéesgva
border or non-border occlusion with respect to the imagé¢ [R@r-
der occlusions occur due to the reference image missingpsrof
the field of view that should be visible in the synthesizedwi€his
types of occlusions are resolved by performing a synthewis & left
and a right reference view. The non-border occlusions arsethby
objects in the foreground that obscure parts of the backgtdbat
§hould be visible in the synthesis. Due to the motion of thre-fo
ground objects and camera, this types of occlusions varytove

1and produce different holes at different time instants & ghinthe-

sized view. Thus, part of the missing information may be latéde
in frames at different time instants. By exploiting the tergd cor-
relation in the video sequence we can retrieve additioriainmation
and reduce the size and the number of holes in the synthesis.

In Fig. 1, a foreground object is represented in two viewsvat t

fPart of this work was supported under ESF InnoRESEARCH posdifferent time instants, black arrows represent the motemior field
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and disparity fields for a past and curresjtt{me instant ¢;, d,, d.)
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Fig. 1. Temporal retrieval of disoccluded area. Yellow dotted
squares mark the position of the object in the previous fraime
green dotted square shows the disocclusions in the prefiamse
and red dotted squares mark the disoccluded area that vilale irs

a previous frame.

and the red dashed arrow represents the motion vectors sythe
thesized view, which can be used to retrieve informatioruétioe
disoccluded area. Yellow and green dotted lines show thidosf
the object and disoccluded area respectively, in the pasteTr It can
be observed that a part of the disoccluded area in the cureene
was visible in a past frame due to the motion of the objeck (i

shown in the figure with a dotted red line). In Fig. 2 we show the

relation between motion vectors field (MVF) and disparitypsifor

which is easily computed from the corresponding depth mépaah

base view [2] as:
1 " 1
Z, min Z, max

whereZ (k) is the inversed depth value of poikt Z,.in andZax
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Fig. 2. Temporal hole filling scheme, for two base views and an
intermediary synthesis, using past and future synthesizedes to

retrieve information.

are the minimum and maximum depth values respectivelg, the
focal length of the camera arf@lis the baseline between the synthe-
sized and base views.

If we decompose Eg. 2 for theandy components, we have:

three views of a MVD sequence. Let us consider two base views, v, . (z + d ,(z,v),y) =

left and right, and an intermediate view, which is synthediat the
decoder side using classic DIBR algorithm&, I™ andI® denote
frames from the left, right and synthesized views respeltiat a
past, current or future time instan, ¢, f). v andd are the MVF
and disparity maps respectively.

The projection of a real world point in the synthesized viewm c
be modeled using disparity maps. Let us consider a floiat(z, y)

1

Vo (@, y)+dl o (24 o (2, 9), y+ v, (,9) —dy, o (2,y)  (4)

V(@ +d . (2,y),y) = V), (2,y)

The MVF (v;;) may contain holes after warping it at the level of

the synthesized view. Sindg is obtained through warping. with
d:, v, Will not be defined in positions coinciding with disoccluded

in frame 1. Its projection in the synthesized frame is obtained byareas in/?, thus making itimpossible to fill this area. Using a differ-

warping the point to a new position using the veotljj(k). By
compensating the motion if with the vectorvs, (k + dj(k)) we
obtain the projection of the point at the current time instarframe

ent time instant will result in the same holes. The backwaotion
compensation ensures that the holes correspond with theatlis
sions when warping,lj or I} to I, andI; respectively, when using

I:. The same projection should be obtained by first compergatinthe left base view. Disocclusions at different time instad not

the motion in the left view and then warping the point with #sso-
ciated disparity vectod’, (k + v (k)).

This condition defines a so-callegipolar constraint [16] for
pointk, written as:

V() +de(k + vy (k) = dy (k) + vk +dy (k) (D)
Based on Eq. 1y, can be derived fronv}, d, andd., as:
vii(k 4+ dy (k) = vy (k) + di(k + v, (k) — dy (k) (2)

In other wordsv, is obtained by Warpingé, with the disparity map
di) and then adjusting the motion intensity with the differemte

necessary coincide and so additional information can besrodxd for
the current frame using motion compensation. Finally, vesaite to
obtain 4 MVFs as shown in Fig. 2 and multiple temporal preolict
of the same disoccluded area are averaged. Since, integeting
of motion or disparity predictors is inefficient, we propasesub-
pixel precision warping to be used in parallel with this noeth

3. SUB-PIXEL PRECISION WARPING

In addition to warping the side views as traditionally doneview
synthesis, our method requires a warping of the motion véigtiols
in the adjacent views and a backward motion compensatiosif p
or future frames. In practice our hole filling method regsisenum-

disparity for pointk at current and past time instants. This methodber of different warping operations, namely: typical DIBRage

can be applied for past and future time instants using eftresteft
or right view. A dense motion vector field in the base views ban
obtained from the current frame and either a future or pastath
an optical flow algorithm [18]. Assuming we are dealing with2
parallel camera setup, the disparity maps only have @mponent,
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warping, a warping of the dense MVFs, a motion compensatfon o
disparity and a backward motion compensation of the image. |
order to take full advantage of dense motion vector fieldsdapih
computed disparity we propose a simple technique for sxékpre-
cision warping and backward motion compensation.



To better describe our method let us consider the motiorovect
field v (k), the disparity fieldd. (k), the imaged,;,I; and a warped
image defined on possibly fractional positioh¥. u = (z, ) rep-
resents a set of coordinates/if’. Each positiork = (c,r) in the
image, MVF or disparity field will correspond to a positiarin 19
through the functionr as shown in Eq. 5:

7(k) = (¢/a,7/a) ®)

wherea is defined ad /¢t andt € N is used to indicate the precision
of the warping. Considering that, andd, contain fractional values,
the goal is to perform a sub-pixel warping ff with the disparity
field d. and to backward motion compensaltg image using the
derived MVF. A first step is to quantize the valuesdnin function
of the precision parameteras shown in Eq. 6:

7(k) = u,

(6)

where®,, is a rounding operation and |” indicates a floor opera-
tion. The quantized values of disparity and motion vectoesab-

a(z,y) = (1= +ala, | £ +aja)

tained by applyingb over the two vector fields. The actual synthesis

is performed in three steps, a warping of the inter-view nafee
imagel? in I79, afiltering step and a temporal hole filling.
The I’ image is warped id/9 as shown in Eq. 7:

179(r(k + ®a(de(k)))) = I7 (k) @)

Overlapping values id /¢ will be dealt with by using the disparity
information, which relates to depth as shown in Eq. 3. Higipdrity
indicates an object in the foreground and should be coresidaever
a point with low disparity value. Nevertheless, overlapsuti be
marked and both values should be considered in the filtetieyy s
described in what follows.
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Fig. 3. A simple sub-pixel precision warping example with our pro-
posed technique. Dotted lines represent filtering windomd the
corresponding result in the warped image; green indicatessand
red a case of foreground and background overlapping.

4. EXPERIMENTAL RESULTS

We test our method on four multiview sequences defined in tm-C
mon Test Conditions (CTCs) for conducting experiments i
reference software of 3D-HEVC [19]: Balloons, Kendo, Neajsgr
and PoznanHall2. For each sequence we consider two noceadtlja
reference views and we synthesize a middle view with our oteth
and the reference VSRS1D-Fast rendering used in 3D-HEVEX6]
periments. In order to have a fair comparison the remainisgcd
clusions in our synthesis use the same filling as the refereBach

In Fig. 3 we show an example of sub-pixel precision warpingf the tested sequences is encoded using the configurateritutzd

using our proposed method. We have a luminance matrix &fp-|
with the corresponding disparity or MV field fox-axis (top-right)
andY -axis (bottom-left). On the right side of the image a fracéib
grid is displayed after displacing the pixels from the luarine im-
age using Eg. 7. With dotted lines we represent 2 examplekesf fi
ing windows. Green indicates a hole and red an overlappitvademn
foreground and background. The final luminance image (betto
right) is obtained by centering a filtering window in eachipos

u = 7(k). The output of the filter is obtained in two steps. First we

identify the foreground luminance values by creating adfgtixels
found in the filtering window and ordering them with respecttteir
associated depth in the reference imdge All {s, ..,n} positions
in our list are then interpolated to obtain the final valuis, obtained
as the smallest value that satisfi®és) > 8 andA is defined as:

L= {d17 - di, "7dn}7 Edbf = {61762, ..,571,1}
50
- 57’,71

whered, are depth valuest is the list,§; = diy1 — d; andj is
an empirically determined threshold. Finally, we apply teepo-
ral hole filling algorithm for unknown areas. We use deriveation
vectors from the adjacent views as shown in Sec. 2 to backmard
tion compensate a past or future synthesized frame ancceatidi-
tional information about the disoccluded area in the curfieme.

8
A(1) ®

in the CTCs. Four different QPs (25 30 35 40) are used for the te
ture encoding, the depth maps are encoded using correspoQéis

(34 39 42 45) as indicated by the CTCs. For more details on the
sequences check [20].

We evaluate the PSNR of the synthesis against original Views
each sequence at each of the tested QPs. The encoding isypetfo
with 3D-HEVC, the left view is set as base view, and the right a
dependent view. The GOP size is set to 8, and the first framaabf e
GOP is used as a reference frame for temporal hole filling ef th
other frames of the GOP, inside the synthesized view. Thefee-r
ence frames are synthesized with VSRS1D-Fast. In our expets
we setg parameter td /10 anda to 1/4, and the size of the filter-
ing window to 5, we found these values to provide best gaife T
dense MVFs are computed using the optical flow algorithm 8] [1
between frames of the reference views. The optical flow param
ters used in our experiments along with more details can bedo
in [21]. Tab. 1 shows the PSNR results for our method and tee-re
ence, for each tested sequence and QP. We can see that theqarop
method outperforms the reference on all tested sequenb&sino
ing and overall average gain 0f31dB. Using a different metric like
SSIM will yield similar results for the propose@.0283) and refer-
ence (.9276) methods, on average over tested sequences.

Tab. 2 shows the PSNR results on disoccluded areas. The same
filling was used for both methods for remaining holes. Th&utes

Note that past and future motion reference frames do not have reflect the improvement achieved only through temporal fittiteg.
associated depth map, in this case when we derive a vectortfi®  We can see that even though only a part of the disoccluded &ea
left or right MVFs tov, we retain the corresponding depth from completed with temporal predicted pixels (as describecdmn 3, see
left and right, future and past frames, see Fig. 2. Additioméilled Fig. 1) we are able to achieve a good PSNR improvement. Nate th
disocclusions are marked for inpainting. these gains only reflect disoccluded areas, which represemtall
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Table 1. Average PSNR and gain for each sequence and each QP.

Sequence Fl,?selzeée(ré%e) PPSFRI;I):ZO(SSS) Gain (dB) Avg. Gain (dB)
QPs 25 1 30 [ 35 [ 40 25 [ 30 [ 35 ] 40 [ 25]30] 357 40

Balloons 34.41| 34.12| 33.47| 32.45| 34.45| 34.19| 33.57| 32.55/ 0.04| 0.08| 0.1 | 0.1 0.08
Kendo 35 |34.53)33.79|32.77| 35.4|34.92/34.17| 33.1| 0.4 |0.39(/0.38|0.32 0.37
Newspaper | 29.2 | 29.05| 28.78| 28.31| 29.83| 29.71| 29.4 | 28.84|0.63| 0.66|0.62| 0.53 0.61
PoznanHallZ4 36.25| 35.87| 35.36| 34.55| 36.35| 36.03| 35.62| 34.78| 0.11| 0.15{ 0.26 0.23 0.18

Table 2. Average PSNR and gain for disoccluded areas for each segjaen each QP.

Reference Proposed . 0 .

Sequence PSNR (dB) PSNR (dB) Gain (dB) Holes (%) | Avg. Gain (dB)

QPs 25 130 [ 35 ] 40 25 1 30 [ 35 ] 40 [ 25]30[ 357 40

Balloons 24.73|24.89|24.77| 24.27| 26.08| 26.01| 25.86| 25.3|1.34/1.12{1.09{1.03] 0.11 1.14

Kendo 25.51| 25.73| 25.99| 26.03| 26.51| 26.72| 26.52{ 26.41| 1 |0.99/0.53|{0.38 0.08 0.72

Newspaper | 18.83| 19.13| 18.98| 19.5 [19.57] 19.74| 20.01( 20.13] 0.74] 0.61| 1.04| 0.63 0.3 0.755

PoznanHallZ 28.68| 27.85| 28.52| 28.67| 30.94| 29.77| 28.67| 29.71| 2.26/ 1.92{ 0.15/1.04| 0.04 1.34

PSR overtime ~ Balloons QP25 g e ne T enspoperee o proposed synthesis on frame 15 of Newspaper sequence. @reen

355 { N . Chesems] red colors indicate our method has a lower error. We can gge hi

35 M W“*”M b w08 error pixels around the edges of object from both our methed) (
& M | s . . .
8 . /N rr g and the reference (blue), however, it is easily noticeabé tfor
g W / §295 most areas of the image our method offers a better prediatitima
=90 ' lower error.

33| M —Reference 2

325 50 100F’ame1?‘%mbegoo P;zosedaoo 285 50 100F’amé5n%mbegoo 250 300 Difference of absolute errors.

T T T T S 15
(a) Balloons (b) Newspaper

Filling PSNR over time - Balloons QP25 Filling PSNR over time — NewspaperCC QP25
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Fig. 4. PSNR variation of the middle synthesized view over time
for the reference and proposed method at QP 25 in Balloons and
Newspaper sequences. 4(a), 4(b):full frame; 4(c), 4(shmtiluded

areas. . .
Fig. 5. Difference between absolute errors for frame 15 from News-

paper sequence.

percentage of the image, as shown in the table. The gaimelotéor
the entire frame comes from both temporal hole filling angpszd
warping. 5. CONCLUSION

In Fig. 4 we show the PSNR comparison between our pro-
posed method and the reference one for Balloons and Newspapkn this paper, we presented a temporal hole filling methoedas
sequences. Out of the four tested sequences our methodeHasth  motion derivation and a sub-pixel precision warping teghei that
est gain on Balloons sequence and the highest gain on Nearspagcan be applied for both DIBR warping and motion compensation
sequence. For brevity reasons we only show the result fobQR2  Real information on disoccluded areas is retrieved fronviptesly
behavior is similar across all QPs. In Figs. 4(a) and 4(b)RB&IR  synthesized past or future frames in order to reduce holé®iayn-
is computed over the entire frame and in Figs. 4(c) and 4(€) ththesis. This method is very robust and can be used with anypmot
PSNR is computed over the disoccluded areas. We can seaithat astimation technique and a variety of schemes for the ne¢erpast
method outperforms the reference throughout the sequemdasth ~ and future frames. Our method brings gains of up to 0.31dBRPSN
full frame and disocludded areas. In Fig. 5 we show an exawiple in average over the VSRS1D-Fast rendering software in 3NVEE
the difference between the absolute errors of VSRS1D-Fakbar  for several test sequences.
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