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ABSTRACT

View synthesis received increasing attention over the lastyears, as
it offers a wide range of practical applications like Free Viewpoint
Television, 3D video, video gaming, etc. The main issues in view
synthesis are the filling of disoccluded areas and the warping of real
views. In this paper we propose a new hole filling method, it uses
temporal correlations in the real views to extract information on dis-
occluded areas from different time instants in the synthetic view. We
also propose a sub-pixel warping technique that takes into account
depth and can be used for both the warping of the real view as well
as for motion compensation. Our method is proved to bring gains of
up to 0.31dB in average over several multiview test sequences.

Index Terms— view synthesis, multiview video, hole filling,
depth-image-based-rendering

1. INTRODUCTION

Recent advances in video coding, transmission and display tech-
nologies have raised the quality of 3D video representations to an
acceptable level for usage in everyday applications. Typical applica-
tion scenarios include 3D video, immersive teleconferencesystems
and Free View Point Television (FTV) [1] [2]. A common 3D video
format for these applications is MultiView Video (MVV), which is
composed of several video sequences representing the same scene
and acquired from different points of view. Another common rep-
resentation is the Multiview-Video-plus-Depth format (MVD) [3],
where each view is associated with depth information. This repre-
sentation allows the synthesis of multiple view points at the receiver
side. A typical class of synthesis methods based on this format are
Depth-Image-Based-Rendering (DIBR) techniques [4].

The Moving Pictures Experts Group (MPEG) showed a high
level of interest for MVD formats and their ability to support multi-
view video applications. An experimental framework for this format
was developed in the standardization process of a 3D extension of
the High Efficiency Video Coding standard [5]. The frameworkalso
defines a View Synthesis Reference Software (VSRS), which allows
additional views to be rendered from MVD sequences using DIBR
methods [6].

A common problem in view synthesis is caused by areas of
the scene, which are occluded from one point of view but are vis-
ible in another. When rendering a new video from a new point of
view, these areas will appear as “holes” in the synthetized image,
also known as disocclusions. Traditionally this problem issolved
with inpainting algorithms such as those described in [7] or[8].
Two popular inpainting algorithms were developed by Bertalmio and

†Part of this work was supported under ESF InnoRESEARCH POS-
DRU/159/1.5/S/132395 (2014-2015).

Sapiro [9] and Criminisiet al. [10]. However, the temporal correla-
tions in a video sequence allow for a different approach, which can
retrieve real scene information. Because disoccluded content is typi-
cally part of the background, a first class of methods proposeto fill in
disocclusions with background information extracted frommultiple
time instances of a real view [11] [12]. Other methods use temporal
correlations in the synthesized view in order to retrieve information
from different time instants. Shimizu and Kimata [13] use motion
estimation directly in the rendered view to improve the synthesis.
Chenet al. [14] use block-based motion estimation in adjacent views
and retrieve information about disoccluded areas by warping the start
and end point of the motion vectors.

In this paper we present a new temporal hole filling scheme.
We use dense motion vector fields computed with optical flow [15]
and warp them at the level of the synthetized view by imposingan
epipolar constraint [16]. Furthermore we introduce a simple warping
technique that can be used for both motion compensation and DIBR
warping. This technique is used to warp the real adjacent views,
and then to motion compensate a past or future frame using derived
motion vectors from the left or right base views. This allowsus
to partly fill disocclusions with real background information from
other temporal instants. The remaining holes can be filled with any
inpainting algorithm.

The remainder of the paper is organized as following. In Sec.2
we present our temporal hole filling scheme and Sec. 3 describes our
warping technique. The experimental results are reported in Sec. 4
and Sec. 5 concludes the paper.

2. TEMPORAL HOLE FILLING

In general, disocclusions in the synthesized view can be classified in
two categories depending whether the area in the reference view is a
border or non-border occlusion with respect to the image [17]. Bor-
der occlusions occur due to the reference image missing portions of
the field of view that should be visible in the synthesized view. This
types of occlusions are resolved by performing a synthesis from a left
and a right reference view. The non-border occlusions are caused by
objects in the foreground that obscure parts of the background that
should be visible in the synthesis. Due to the motion of the fore-
ground objects and camera, this types of occlusions vary over time
and produce different holes at different time instants in the synthe-
sized view. Thus, part of the missing information may be available
in frames at different time instants. By exploiting the temporal cor-
relation in the video sequence we can retrieve additional information
and reduce the size and the number of holes in the synthesis.

In Fig. 1, a foreground object is represented in two views at two
different time instants, black arrows represent the motionvector field
and disparity fields for a past and current (c) time instant (vl,dp,dc)
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Fig. 1. Temporal retrieval of disoccluded area. Yellow dotted
squares mark the position of the object in the previous frame, the
green dotted square shows the disocclusions in the previousframe
and red dotted squares mark the disoccluded area that was visible in
a previous frame.

and the red dashed arrow represents the motion vectors in thesyn-
thesized view, which can be used to retrieve information about the
disoccluded area. Yellow and green dotted lines show the position of
the object and disoccluded area respectively, in the past frame. It can
be observed that a part of the disoccluded area in the currentframe
was visible in a past frame due to the motion of the object (this is
shown in the figure with a dotted red line). In Fig. 2 we show the
relation between motion vectors field (MVF) and disparity maps for
three views of a MVD sequence. Let us consider two base views,
left and right, and an intermediate view, which is synthesized at the
decoder side using classic DIBR algorithms.I l, Ir andIs denote
frames from the left, right and synthesized views respectively at a
past, current or future time instant (p, c, f ). v andd are the MVF
and disparity maps respectively.

The projection of a real world point in the synthesized view can
be modeled using disparity maps. Let us consider a pointk = (x, y)
in frameI lp. Its projection in the synthesized frame is obtained by
warping the point to a new position using the vectord

l
p(k). By

compensating the motion inIsp with the vectorvs
pl(k + d

l
p(k)) we

obtain the projection of the point at the current time instant in frame
Isc . The same projection should be obtained by first compensating
the motion in the left view and then warping the point with theasso-
ciated disparity vectordl

c(k+ v
l
p(k)).

This condition defines a so-calledepipolar constraint [16] for
pointk, written as:

v
l
p(k) + d

l
c(k+ v

l
p(k)) = d

l
p(k) + v

s
pl(k+ d

l
p(k)) (1)

Based on Eq. 1,vs
pl can be derived fromvl

p, dl
p anddl

c as:

v
s
pl(k+ d

l
p(k)) = v

l
p(k) + d

l
c(k+ v

l
p(k))− d

l
p(k) (2)

In other wordsvs
pl is obtained by warpingvl

p with the disparity map
d
l
p and then adjusting the motion intensity with the differencein

disparity for pointk at current and past time instants. This method
can be applied for past and future time instants using eitherthe left
or right view. A dense motion vector field in the base views canbe
obtained from the current frame and either a future or past one with
an optical flow algorithm [18]. Assuming we are dealing with a1D
parallel camera setup, the disparity maps only have anx component,

which is easily computed from the corresponding depth maps of each
base view [2] as:

d(k) = f ·B

[

Z(k)

255
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−
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)

+
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(3)

whereZ(k) is the inversed depth value of pointk, Zmin andZmax
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Fig. 2. Temporal hole filling scheme, for two base views and an
intermediary synthesis, using past and future synthesizedframes to
retrieve information.

are the minimum and maximum depth values respectively,f is the
focal length of the camera andB is the baseline between the synthe-
sized and base views.

If we decompose Eq. 2 for thex andy components, we have:

v
s
pl,x(x+ d

l
p,x(x, y), y) =

v
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p,x(x, y)+d

l
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v
l
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l
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(4)

The MVF (vs
pl) may contain holes after warping it at the level of

the synthesized view. SinceIsc is obtained through warpingI lc with
d
l
c, v

s
pl will not be defined in positions coinciding with disoccluded

areas inIsc , thus making it impossible to fill this area. Using a differ-
ent time instant will result in the same holes. The backward motion
compensation ensures that the holes correspond with the disocclu-
sions when warpingI lp or I lf to Isp andIsf respectively, when using
the left base view. Disocclusions at different time instants do not
necessary coincide and so additional information can be obtained for
the current frame using motion compensation. Finally, we are able to
obtain 4 MVFs as shown in Fig. 2 and multiple temporal predictions
of the same disoccluded area are averaged. Since, integer rounding
of motion or disparity predictors is inefficient, we proposea sub-
pixel precision warping to be used in parallel with this method.

3. SUB-PIXEL PRECISION WARPING

In addition to warping the side views as traditionally done in view
synthesis, our method requires a warping of the motion vector fields
in the adjacent views and a backward motion compensation of past
or future frames. In practice our hole filling method requires a num-
ber of different warping operations, namely: typical DIBR image
warping, a warping of the dense MVFs, a motion compensation of
disparity and a backward motion compensation of the image. In
order to take full advantage of dense motion vector fields anddepth
computed disparity we propose a simple technique for sub-pixel pre-
cision warping and backward motion compensation.
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To better describe our method let us consider the motion vector
fieldvs(k), the disparity fielddc(k), the imagesIsp,Irc and a warped
image defined on possibly fractional positionsIfg. u = (x, y) rep-
resents a set of coordinates inIfg. Each positionk = (c, r) in the
image, MVF or disparity field will correspond to a positionu in Ifg

through the functionτ as shown in Eq. 5:

τ (k) = u, τ (k) = (c/α, r/α) (5)

whereα is defined as1/t andt ∈ N is used to indicate the precision
of the warping. Considering thatvs andds contain fractional values,
the goal is to perform a sub-pixel warping ofIrc with the disparity
field dc and to backward motion compensateIsp image using the
derived MVF. A first step is to quantize the values ind in function
of the precision parameterα as shown in Eq. 6:

Φα(x, y) = (⌊
x

α
+ α⌋α, ⌊

y

α
+ α⌋α) (6)

whereΦα is a rounding operation and ”⌊⌋” indicates a floor opera-
tion. The quantized values of disparity and motion vectors are ob-
tained by applyingΦ over the two vector fields. The actual synthesis
is performed in three steps, a warping of the inter-view reference
imageIrc in Ifg, a filtering step and a temporal hole filling.

TheIrc image is warped inIfg as shown in Eq. 7:

Ifg(τ (k+Φα(dc(k)))) = Irc (k) (7)

Overlapping values inIfg will be dealt with by using the disparity
information, which relates to depth as shown in Eq. 3. High disparity
indicates an object in the foreground and should be considered over
a point with low disparity value. Nevertheless, overlaps should be
marked and both values should be considered in the filtering step
described in what follows.

In Fig. 3 we show an example of sub-pixel precision warping
using our proposed method. We have a luminance matrix (top-left)
with the corresponding disparity or MV field forX-axis (top-right)
andY -axis (bottom-left). On the right side of the image a fractional
grid is displayed after displacing the pixels from the luminance im-
age using Eq. 7. With dotted lines we represent 2 examples of filter-
ing windows. Green indicates a hole and red an overlapping between
foreground and background. The final luminance image (bottom-
right) is obtained by centering a filtering window in each position
u = τ (k). The output of the filter is obtained in two steps. First we
identify the foreground luminance values by creating a listof pixels
found in the filtering window and ordering them with respect to their
associated depth in the reference imageIrc . All {s, .., n} positions
in our list are then interpolated to obtain the final value,s is obtained
as the smallest value that satisfies∆(s) > β and∆ is defined as:

L = {d1, .., di, .., dn}, Ldif = {δ1, δ2, .., δn−1}

∆(i) =
δi − δi−1

δi−1

(8)

wheredi are depth values,L is the list,δi = di+1 − di andβ is
an empirically determined threshold. Finally, we apply thetempo-
ral hole filling algorithm for unknown areas. We use derived motion
vectors from the adjacent views as shown in Sec. 2 to backwardmo-
tion compensate a past or future synthesized frame and extract addi-
tional information about the disoccluded area in the current frame.
Note that past and future motion reference frames do not havean
associated depth map, in this case when we derive a vector from the
left or right MVFs tovs we retain the corresponding depth from
left and right, future and past frames, see Fig. 2. Additional unfilled
disocclusions are marked for inpainting.
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Fig. 3. A simple sub-pixel precision warping example with our pro-
posed technique. Dotted lines represent filtering windows and the
corresponding result in the warped image; green indicates ahole and
red a case of foreground and background overlapping.

4. EXPERIMENTAL RESULTS

We test our method on four multiview sequences defined in the Com-
mon Test Conditions (CTCs) for conducting experiments withthe
reference software of 3D-HEVC [19]: Balloons, Kendo, Newspaper
and PoznanHall2. For each sequence we consider two non-adjacent
reference views and we synthesize a middle view with our method
and the reference VSRS1D-Fast rendering used in 3D-HEVC [6]ex-
periments. In order to have a fair comparison the remaining disoc-
clusions in our synthesis use the same filling as the reference. Each
of the tested sequences is encoded using the configuration described
in the CTCs. Four different QPs (25 30 35 40) are used for the tex-
ture encoding, the depth maps are encoded using corresponding QPs
(34 39 42 45) as indicated by the CTCs. For more details on the
sequences check [20].

We evaluate the PSNR of the synthesis against original viewsfor
each sequence at each of the tested QPs. The encoding is performed
with 3D-HEVC, the left view is set as base view, and the right as
dependent view. The GOP size is set to 8, and the first frame of each
GOP is used as a reference frame for temporal hole filling of the
other frames of the GOP, inside the synthesized view. These refer-
ence frames are synthesized with VSRS1D-Fast. In our experiments
we setβ parameter to1/10 andα to 1/4, and the size of the filter-
ing window to 5, we found these values to provide best gains. The
dense MVFs are computed using the optical flow algorithm in [18]
between frames of the reference views. The optical flow parame-
ters used in our experiments along with more details can be found
in [21]. Tab. 1 shows the PSNR results for our method and the refer-
ence, for each tested sequence and QP. We can see that the proposed
method outperforms the reference on all tested sequences, obtain-
ing and overall average gain of0.31dB. Using a different metric like
SSIM will yield similar results for the proposed (0.9283) and refer-
ence (0.9276) methods, on average over tested sequences.

Tab. 2 shows the PSNR results on disoccluded areas. The same
filling was used for both methods for remaining holes. This results
reflect the improvement achieved only through temporal holefilling.
We can see that even though only a part of the disoccluded areas is
completed with temporal predicted pixels (as described in Sec. 2, see
Fig. 1) we are able to achieve a good PSNR improvement. Note that
these gains only reflect disoccluded areas, which representa small
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Table 1. Average PSNR and gain for each sequence and each QP.

Sequence
Reference
PSNR (dB)

Proposed
PSNR (dB) Gain (dB) Avg. Gain (dB)

QPs 25 30 35 40 25 30 35 40 25 30 35 40

Balloons 34.41 34.12 33.47 32.45 34.45 34.19 33.57 32.55 0.04 0.08 0.1 0.1 0.08
Kendo 35 34.53 33.79 32.77 35.4 34.92 34.17 33.1 0.4 0.39 0.38 0.32 0.37
Newspaper 29.2 29.05 28.78 28.31 29.83 29.71 29.4 28.84 0.63 0.66 0.62 0.53 0.61
PoznanHall2 36.25 35.87 35.36 34.55 36.35 36.03 35.62 34.78 0.11 0.15 0.26 0.23 0.18

Table 2. Average PSNR and gain for disoccluded areas for each sequence and each QP.

Sequence
Reference
PSNR (dB)

Proposed
PSNR (dB) Gain (dB) Holes (%) Avg. Gain (dB)

QPs 25 30 35 40 25 30 35 40 25 30 35 40

Balloons 24.73 24.89 24.77 24.27 26.08 26.01 25.86 25.3 1.34 1.12 1.09 1.03 0.11 1.14
Kendo 25.51 25.73 25.99 26.03 26.51 26.72 26.52 26.41 1 0.99 0.53 0.38 0.08 0.72
Newspaper 18.83 19.13 18.98 19.5 19.57 19.74 20.01 20.13 0.74 0.61 1.04 0.63 0.3 0.755
PoznanHall2 28.68 27.85 28.52 28.67 30.94 29.77 28.67 29.71 2.26 1.92 0.15 1.04 0.04 1.34
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Fig. 4. PSNR variation of the middle synthesized view over time
for the reference and proposed method at QP 25 in Balloons and
Newspaper sequences. 4(a), 4(b):full frame; 4(c), 4(d):disoccluded
areas.

percentage of the image, as shown in the table. The gain obtained for
the entire frame comes from both temporal hole filling and proposed
warping.

In Fig. 4 we show the PSNR comparison between our pro-
posed method and the reference one for Balloons and Newspaper
sequences. Out of the four tested sequences our method has the low-
est gain on Balloons sequence and the highest gain on Newspaper
sequence. For brevity reasons we only show the result for QP25, the
behavior is similar across all QPs. In Figs. 4(a) and 4(b) thePSNR
is computed over the entire frame and in Figs. 4(c) and 4(d) the
PSNR is computed over the disoccluded areas. We can see that our
method outperforms the reference throughout the sequenceson both
full frame and disocludded areas. In Fig. 5 we show an exampleof
the difference between the absolute errors of VSRS1D-Fast and our

proposed synthesis on frame 15 of Newspaper sequence. Greento
red colors indicate our method has a lower error. We can see high
error pixels around the edges of object from both our method (red)
and the reference (blue), however, it is easily noticeable that for
most areas of the image our method offers a better predictionwith a
lower error.

Difference of absolute errors.
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Fig. 5. Difference between absolute errors for frame 15 from News-
paper sequence.

5. CONCLUSION

In this paper, we presented a temporal hole filling method based on
motion derivation and a sub-pixel precision warping technique that
can be applied for both DIBR warping and motion compensation.
Real information on disoccluded areas is retrieved from previously
synthesized past or future frames in order to reduce holes inthe syn-
thesis. This method is very robust and can be used with any motion
estimation technique and a variety of schemes for the reference past
and future frames. Our method brings gains of up to 0.31dB PSNR
in average over the VSRS1D-Fast rendering software in 3D-HEVC
for several test sequences.
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