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ABSTRACT

Implicit camera transfer (ICT), which models the multi-
valued mappings between two specific and stationary cam-
eras, is a descent solution for the person re-identification
problem of the surveillance system. It has the properties of
simplicity, computational efficiency and well utilizing nega-
tive training data. But it neglects the complementary relation
between the descriptors of various views. And different
appearance people have various most discriminative views
among all the views, which are under diverse mappings.
To tackle with this constraint, we model the multi-values
mapping from different view independently, and fuse these
transferring results of each view by LPBoost. Experimental
results demonstrate that our scheme not only inherits most of
the advantages (some sacrifice in speed, but still can run in
real time for the same testing case in the ICT paper) of ICT
but also obtains more discriminative mappings than ICT. In
addition, our solution gains competitive performance on 2
challenging datasets.

Index Terms— person re-identification, multi-view fus-
ing, implicit camera transfer

1. INTRODUCTION

Person re-identification, one of the main issues in video
surveillance application, is to match persons observed from
non-overlapping camera views based on image appearance.
However, significant variations on the viewpoints, poses, il-
lumination and appearance for the observed person make this
problem pretty tough.

Unlike many recent works focus on general person re-
identification problem, in which the purpose is to associate
a person in any new place, we consider natural surveillance
systems in which the cameras are stationary and specific.

Previous appearance-based solutions generally belong to
one of these three groups: the invariant features schemes; the
metric learning methods and the transformation ways. The
first group usually uses hand crafted features [1, 2, 3, 4], such
as color histogram, maximally stable color regions (MSCR),
recurrent high-structured patches (RHSP), texture, shape and
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combination of them. And common distance metric is direct-
ly adopted to these features for matching or several discrimi-
native classifiers could be employed on these representations
to improve the performance. These classifiers can be based on
Rank SVM [5], Partial Least Squares (PLS), Adaboost [6, 7]
or multi-feature learning [8]. Recently learned invariant fea-
tures [9, 10, 11] method of which performance is desirable,
also draws more and more attention.

The second group often seeks for a metric in which the
examples of the same people are close and those of the d-
ifferent people are far. Among them Logistic Discriminant
Metric Learning (LDML) [12], Pairwise Constrained Com-
ponent Analysis (PCCA) [13], Large Margin Nearest Neigh-
bors (LMNN) [14], Information Theoretic Metric Learning
(ITML)[15], and Keep It Simple and Straightforward Metric
Learning (KISSME) [16] have achieved impressive results.

The last group tries to learn a transformation that trans-
fers the descriptors of people from one camera view to those
of another. Javeds work [17] shows that the transformation
between different domain color histograms lies in a low-
dimensional space, and assumes the existence of a metric
with decent characters. Avraham proposes the implicit ap-
proaches [18], which models camera transfer by a binary
relation R whose members are pairs (a, b) which represent
the same person viewed from different cameras respectively.
This relation obtained by training a binary non-linear SVM
classifier with concatenated vectors (first one from camera
A, the second one from camera B) equals to a multi-valued
mapping function. Well utilizing massive number of the
negative examples (pairs of descriptors whose members are
associated with two different people and two different cam-
eras) results in much more powerful transformation for this
model. In addition, with the advantages of eliminating the
background by recognizing the background associate with
each camera, ICT could achieve decent performance with
simple rough descriptors. While different appearance people
have various most discriminative view features (color, shape,
texture, etc), which are under diverse mappings. In order to
obtain more discriminative mappings, we propose a MICT
(short for multi-view implicit transfer) scheme to model these
mappings.

In section 2 we describe the MICT algorithm, and then
experiments are presented in section 3. At last we make the
conclusion in section4.
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Fig. 1. Framework of our MICT solution for person re-identification problem, where F1 represents feature extractor 1, C1
represents classifier 1.

2. OUR APPROACH

We describe the MICT algorithm in this section. For two sta-
tionary cameras A and B with non-overlapping views, we try
to match persons observed from different camera. Let DA

i,k,p

denotes the view p descriptor of person is kth frame captured
by camera A, and let DB

j,l,p denotes the view p descriptor of
person js lth frame captured by camera B. Given Image I and
J, we have Q pairs (DA

1,k,1, D
B
1,l,1), . . . , (D

A
i,k,Q, D

B
j,l,Q), we

try to distinguish between positive pairs with same identity
(i = j), and negative pairs with different identity. MIC-
T trains the binary non-linear SVM classifier of each view
separately using concatenated negative and positive pairs of
vectors, then fuse classifier result of each view by LPBoost.
When new querying pairs come, this trained model could be
applied for classifying. The frame work of our approach is
illustrated in figure 1. The detailed illustration of MICT is as
follows.

2.1. MICT training

The input:
A set {DA

i,k,p|i = 1, . . . , n; k = 1, . . . ,mA
i ; p = 1, . . . , Q}

of vectors representing examples of n people by camera A.
A set {DB

i,k,p|i = 1, . . . , n; k = 1, . . . ,mB
i ; p = 1, . . . , Q}

of vectors representing examples of n people by camera B.
Vectors concatenation:
Q view sets of positive instances {[DA

i,k,p||DB
i,l,p]|i = 1, . . . , n; k =

1, . . . ,mA
i ; l = 1, . . . ,mB

i ; p = 1, . . . , Q}.
Q view sets of negative instances {[DA

i,k,p||DB
j,l,p]|i ̸=

j; i, j = 1, . . . , n; k = 1, . . . ,mA
i ; l = 1, . . . ,mB

i ; p =
1, . . . , Q}.
Parameter learning:
Use cross validation to obtain optimal cp and γp of each views
nonlinear SVM, where p = 1, . . . , Q details refer section 3.3.
Fusing:
Use LPBoost to get the weight wp for each view, where
p = 1, . . . , Q. details refer section 2.2.
Output
Optimal cp and γp parameters for each views nonlinear SVM.
wp, fusing weight for view p where p = 1, . . . , Q.

2.2. LPBoost for view fusing

The goal of fusing is to learn the optimize wp using the fol-
lowing linear program (LP).

min
w,ξ

− ρ+
1

M

M∑
i=1

ξi

sb.t.yi

Q∑
p=1

wpfp(xi) + ξi ≥ ρ, i = 1, . . . ,M

Q∑
p=1

wp = 1, wp ≥ 0, p = 1, . . . , Q

(1)
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Fig. 2. CMC curves for VIPeR dataset, where V2ICT represents carrying out ICT with the features of view 2.

With {ξ1, . . . , ξM} being slack variables, ρ is the margin pa-
rameter. fp(xi) represents the classification result for the
view p of sample xi.

2.3. Testing

The input:
A set {DA

I,k,p|k = 1, . . . ,mA
I ; p = 1, . . . , Q} of vectors rep-

resenting examples of people I by camera A.
A set {DB

J,k,p|k = 1, . . . ,mB
J ; p = 1, . . . , Q} of vectors

representing examples of people J by camera B.
Output:

y ==

mA
I∑

k=1

mB
J∑

l=1

Q∑
p=1

wpyk,l,p
mA

I m
B
J

(2)

Where yk,l,p is the decision value obtain from classifier p

3. EXPERIMENT

3.1. Dataset

We evaluated our work on two public dataset, VIPeR dataset
[19] and CAVIAR4REID dataset [20].

The VIPeR dataset, one of the most challenge and popu-
lar person re-identification datasets, contains 632 pedestrian
pairs, each of which has two images captured in outdoor aca-
demic environment. Its challenging due to the significant vari-
ations on illuminations, poses, viewpoints for the observed
person. Most of the images show viewpoints large than 90
degrees and all the images are normalized to 128*48 for ex-
periments.

CAVIAR4REID dataset includes 50 pedestrians captured
by two different cameras. For each person in each camera
there are 10 available appearances. All images are resized to
3296 pixels.

3.2. Experimental settings

In fair comparison with ICT [18], we use the same color fea-
tures, classifiers and evaluation method as ICT [18].
Features:
View 1 (color): the same as ICT [18],we use 150 dimensions
(5 horizontal strips for each bounding box surrounding the
people, each strip is represented by a HSV histogram with
10 bins for each color components) feature vector for each
image.
View 2 (texture): In fair comparison with ICT [18], we also
adapt 150 dimensions (5 horizontal strips for each bounding
box surrounding the people, each strip is represented by a
Gabor histogram with 10 bins for each color components H,
S, V) feature vector for each image
View 3 (shape): Also in fair comparison with ICT [18], we
employ 150 dimensions (5 horizontal strips for each bound-
ing box surrounding the people, each strip is represented by
a HOG histogram with 10 bins for each color components H,
S, V) feature vector for each image.
Classifiers:
RBF kernel binary SVM
Evaluation method:
Average Cumulative Match Characteristic (CMC) curves;
rank (i), percentage of true matches within the first i ranked
examples; the CMC-expectation measure, mean rank of the
true match; and the nAUC (normalized Area Under Curve).

3.3. Result and discussion

For the experiment on VIPeR dataset, we randomly split the
set of 632 images pairs into equal testing and training sets
10 times, perform cross validations with k=30, negative ex-
amples numbers for each person, during the training process,
which is the same as ICT [18].
Different measures represent various aspects of the algorithm-
s performance. Lower ranks are very important in easy case,
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method expectation Rank(1) Rank(10) Rank(20) nAUC
SDALF 25.5 19.9 49.4 65.7 92.2

ELF 28.9 12 44 61 91.2
PS 21.2 21.8 57.2 71.2 93.6

PRDC 21.5 15.7 53.9 70.1 93.5
PRSVM 27.9 14.6 50.9 66.8 91.4

ICT 15.9 14.4 59.7 78.3 95.3
V2ICT 24.3 8.5 49.7 66.7 92.6
V3ICT 92.1 1.3 9.5 18.4 71.1
OICT 28.9 4.1 37.0 56.6 91.2

MICT(OURS) 13.0 17.7 64.6 81.7 96.2

Table 1. Testing results on the VIPeR dataset

Fig. 3. CMC curves for CAVIAR4REID dataset. Left: Training with 42 people and 8-person test set. Right: Training with 25
people and 25-person test set.

while the CMC- expectation shows the average performance
of the algorithm, which is priority in the difficult case since
it associates with the average human effort in the real-life ap-
plications.
Mappings of different views lie in diverse local domain:
From Figure 2 (a), using ICT with combination descriptor of
various views (OICT) results in inferior performance to those
of each only single view (ICT,V2ICT) with the same number
of training data. In addition, as the performance of view 3
is too weak, we dont consider it in MICT for all the experi-
ments.
Different views have complementary relation with each
other:
Figure 2 (left) and Table 1 reflect that view1 ICT is better
than that of view2 and view 3, which is mainly attribute to
the coarse texture image of outdoor surveillance system and
little shape variance between humans makes color informa-
tion become most discriminative features for most cases. We
could also see that MICT boost the performance significant-
ly, which implies that various view features capture different
and complementary properties of the image. From Figure 2
(right) and Table1, we could view that MICT does not achieve
the best rank 1 performance, but performs best for all ranks 8

and up.
For the CAVIAR4REID dataset, we adapt all the same set-
ting as those of ICT [18], but employ MICT for training and
testing. Figure 3 illustrate that MICT achieve the best perfor-
mance. In addition, inherit from ICT, the feature extraction
and classifier calls of MICT are very simple can run in real
time.

4. CONCLUSION

In this paper, we extend implicit transfer for person re-
identification problem of the surveillance system to multi-
view. Apart from the simple and fast carrying out properties
inherited from ICT, MICT is an effective and efficient way
to fuse the complementary view descriptors, which lies in
dissimilar local domain, for improving the re-identification
rate. Experiments on two challenging datasets show the com-
petitive performance of our work. Yet there are still several
questions needed to be answered, such as how to boost the
performance with less training data or positive data, how
to choose the complementary views and how to joint train-
ing those views so that remarkable improvement would be
obtained.
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