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ABSTRACT 

 
Interactive mobile vision applications, such as Mobile 
Landmark Recognition (MLR), have recently attracted ever 
increasing research attention due to the exponential growth 
of mobile devices. However, the recognition accuracy 
retains as a bottleneck hesitating the proliferation of such 
applications. To address this challenge, in this paper we 
design a novel framework based on interactive image 
segmentation and multiple visual features fusion to improve 
the accuracy of on-device MLR systems. Firstly, we propose 
a simple but effective vector binarization method to reduce 
the memory usage of image description significantly 
without decreasing the search accuracy. Secondly, we 
design a location aware fusion algorithm which can 
integrate multiple visual features into a compact yet 
discriminative image descriptor on-device. Thirdly, a user-
friendly interaction scheme is developed to enable 
interactive foreground/background segmentation to improve 
the recognition accuracy. Experimental results demonstrate 
the effectiveness of the proposed algorithm for on-device 
MLR applications. 

Index Terms—Mobile Landmark Recognition, On-
Device, Binarization, Feature Fusion, User Interaction 
 

1. INTRODUCTION 
With the development of mobile computing techniques, 
interactive mobile vision applications, such as Mobile 
Landmark Recognition (MLR) have attracted extensive 
research attention in these days. As a sort of location base 
service [6], MLR systems enable the mobile user to capture 
the image by using his/her camera phone, from which the 
location can be recognized. The recognized location and its 
corresponding information can be used to enhance the user 
experience, e.g., assistant  city guide or navigation tools [18]. 
For example, when a tourist wants to know more about a 
landmark, he can capture an image by his mobile phone and 
upload it to the search server. The server performs vision-
based landmark recognition and then feedbacks the 
information about the recognized landmark, i.e., the name, 
history, or the related dining, entertainment, shopping and 
traffic suggestions. 

The user experience of MLR applications highly depends 
on the recognition accuracy as well as the response time. On 

one hand, the recognition should be as accurate as possible 
to avoid user trial-and-failure. On the other hand, the 
returned result should be as timely as possible to avoid the 
loss of user patience. 

To obtain accurate MLR, most current systems 
[1][5][9][11][14][18] rely on client-server mode in which a 
city (million) scale database is stored at a server and the 
landmark recognition is accomplished via visual features 
based matching. Although promising, limitations still exist 
to largely affect the user experience. For example, the 
response time of these systems critically depends on how 
much information is transferred in the possibly unstable 
wireless link, while in some cases the recognition has to be 
performed in regions with no cell phone service. Moreover, 
the user’s personal information such as the route of travel 
can easily be disclosed by transferring the captured image 
and the GPS information to a remote server. 

In view of the above problems, it is foreseeable that if 
the landmark recognition can be performed directly on a 
mobile device, the user experience can be improved 
substantially thanks to the ever increasing computation 
capability of the mobile devices. For example, the system 
can still work even in regions with no cell phone service. 
Moreover, the user’s personal information will not be 
disclosed because no data will be uploaded to a remote 
server. While promising, it is really challenging to scale up 
the recognition to the entire city due to the storage limitation 
on mobile devices. Firstly, the search engine should be 
compact enough to be deployed directly on the RAM of a 
mobile device. Secondly, to ensure good user experience, 
the recognition accuracy should be still comparable to the 
client-server based MLR systems. Despite the ongoing 
research in recent years [4; 8; 13], such issues retain open in 
the state-of-the-art systems. For example, the method of [4] 
used hundreds of bytes to represent a single image, which is 
still not compact enough to manage millions of images 
directly on the mobile end. The method of [8] can compress 
each image descriptor into several bytes. However, the user 
experience needs to be improved as the significant 
compression of image descriptors will reduce the 
recognition accuracy. In sum, the design of compact and 
accurate landmark search method in the city scale has 
become a vital problem in improving the user experience of 
on-device MLR systems.  
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In this research, we tackle this problem from both the 
system and the user level. In the system level, we design a 
multi-feature fusion scheme that innovates at the following 
aspects: Firstly, a simple but effective vector binarization 
method which can reduce the memory usage of image 
descriptors significantly without decreasing the recognition 
accuracy. Secondly, we design a location aware fusion 
algorithm to fuse multiple visual features into a compact and 
discriminative descriptor. Thirdly, we jointly optimize the 
feature fusion and indexing procedures to further improve 
the recognition accuracy. In the user level, we propose an 
interactive foreground and background segmentation 
approach to improve both the recognition accuracy and the 
user experience. 
 

2. THE PROPOSED FRAMEWORK 
In the offline part, we firstly extract multiple visual features 
from each reference image, which are then converted into 
binary vectors as detailed in Section 3. We then propose a 
location-aware fusion scheme to fuse these binary features 
(Section 3). In the online part, the user interaction is 
presented in Section 4 to segment the target landmark from 
the query image. Then, multiple binary visual features of the 
segmented landmark are fused to generate the visual 
descriptor for search. 

 
3. MULTIPLE VISUAL FEATURE BINARIZATION 

Visual Features: We briefly introduce the image 
descriptors used in our system: (1) VLAD (Vector of Locally 
Aggregated Descriptors): We detect 64 dimensional gravity-
aligned SURF [2][10] features from the reference images 
and then use K-means algorithm to generate 64 cluster 
centroids. To generate the VLAD descriptor of an image, we 
firstly assign each detected gravity-aligned SURF feature to 
its nearest cluster centroid. Then, a 4,096 dimensional 
VLAD descriptor is obtained by directly concatenating the 
aggregated residual vector in all the centroids. (2) BOF: We 
build a vocabulary tree (depth=4 and branch=10) with 1K 
visual words using the same set of gravity-aligned SURF 
features used in VLAD. We generate the BOF descriptor of 
each image by using the standard TF-IDF [15] method. (3) 
PHOG: We firstly extract canny edges and then quantize the 

gradient orientation on the edges (
0 to

180 ) into 20 bins. 

Three spatial pyramid levels are used ( 11 , 22 and 44 ). 
We also align each input image according to the direction of 
gravity to make the generated PHOG descriptors rotation-
invariant. 

Binarization: We quantize each visual descriptor into 
binary vector to reduce the memory usage. Most of the 
existing methods, for instance codebook based or Fisher 
vector based approaches, rely on analyzing the distribution 
of the training set with a time consuming learning process to 
generate the quantizer to achieve binarization. In this paper, 
we design a simple binarization method targeting at finding 
a threshold for each descriptor separatively.  

Without loss of generality, it is reasonable to target at the 
goal that the descriptors in the same landmark should have 
similar values on each corresponding dimension. We can 
reasonably assume that the similar thresholds for visual 
descriptors from the same landmark can result in  the similar 
binarized descriptors. To this end, numerous approaches are 
there to determine the value of the needed threshold. For 
example, we can set the value of the threshold as the mean 
of the normalized descriptor. In this paper, a more stable 
threshold computation and binarization method is written as  
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where  TvvvV 21 is the normalized input image 

descriptor to be binarized.  TbbbB 21  is the 

obtained binary vector corresponding to V . T is the 
dimensionality of the image descriptor. The square root 
operation in Equation 1 is used to reduce the influence of 
peaky dimensions.  
 

3. MULTIPLE VISUAL FEATURE FUSION 
We design an early fusion strategy to combine multiple 
binary visual descriptors into a compact and discriminative 
binary descriptor, with two observations: (1) for each 
landmark, there will be some representative features or 
dimensions which can be used to distinguish this landmark 
from the others efficiently. (2) in MLR, the entire 
geographical map is commonly partitioned into different 
landmarks to facilitate the recognition process.  
We use Boosting to select the most discriminative 
dimensions from multiple features in each landmark region 
individually. The concatenation of multiple binary visual 

descriptors VLADB , BOFB and PHOGB  is denoted as                             
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 . Our idea is to minimize the ranking loss of all sample 
queries. Since our algorithm is based on the binary vectors 
by using the fused binary vectors, Hamming distance is 
adopted to rank the search results.   
Each dimension is regarded as a weak ranker. Then, in the 

thk  iteration of our algorithm, we select the dimension 
which minimizes the ranking loss of correct matches, i.e., 
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where
)( r

nH IRank
is the current ranking position of

r
nI

by  the 

metric of the Hamming distance )(HD where. is computed 

by using the current k  selected dimensions from B .
k
n is 

the error weighting of sample query nQ  to make the 
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dimension selecting process benefiting the entir
training images.  
With Hamming distance, there may be the case 
multiple dimensions give the same minimal ranking loss

Let 1

~
S

 be the set of such dimensions. 
dimension maximizing the ranking loss of mismatches 
selected, i.e.,  
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where )(HRank and )(HD is computed by using the

dimensions selected in the previous k iterations.
 

4. INTERACTION DESIGN
We further design an efficient interface by using interactive 
image segmentation (Fig.1)  so that users 
interested objects in a natural and engaging 

(a)                (b)                          

Fig.1. Illustration of Lasso and interactive image 
 
To segment a foreground object, a few lines are 
manually through the touch screen of mobile device. The
red lines and green lines indicate the foreground 
background markers respectively. The segmentation process 
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is computed by using the k

iterations. 

. INTERACTION DESIGN 
interface by using interactive 

users can  segment 
 way.  

 
     (c) 

. Illustration of Lasso and interactive image segmentation 

lines are marked 
of mobile device. The 

indicate the foreground and 
The segmentation process 

is started once the user clicks the 
drawing each marking line. In case of the segmentation 
result is not satisfied, the user can 
click the “Segment” button to refine the 
Different from the Lasso-based interactive segmentation 
technique proposed recently in [14], t
algorithm used in our system is the 
algorithm proposed in [16], which requires a minimum user 
interaction to identify the target of inter
1 
 

5. RESULTS 
Benchmark: In our experiments, the
[5] is employed in quantitative evaluation, which
two parts. PCI (perspective central images) set contains 
approximately 1.06 million images which are generated 
from the center of the panoramas. PFI (perspective frontal 
images) set contains approximately 0.638 million images 
each of which is generated by shooting a ray through the 
center of projection of a PCI and computing the ray 
intersection point with the scene geometry. The database 
provides 803 query images of landmarks in San Francisco 
taken with several different camera phones by various 
people at several months after the database images are 
collected. We divide the whole workspace into 64 regions 
by considering the GPS information. For each query image, 
we firstly use GPS to find a candidate region and then 
obtain the search results by directly computing the hamming 
distances between binary descriptors. In this experiment, we 
directly use the original query images instead of the 
segmented ones to test the performance of different method. 
The heading information is also ignored

Fig.2. Search accuracy of the proposed binarization method 
Francisco PFI datasets respectively.

 
Binarization: We implement the following three methods 
for comparison: (1) The PCA embedding method proposed 
in [7]. (2) The Spectral Hashing method proposed in
Using the mean value as the threshold to fulfill the 
binarization process. To make a fair comparison, we 
generate the binary codes with the same length (identical to 
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based interactive segmentation 
technique proposed recently in [14], the segmentation 

used in our system is the interactive graph cut 
, which requires a minimum user 

interaction to identify the target of interest, as shown in Fig. 
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approximately 1.06 million images which are generated 
from the center of the panoramas. PFI (perspective frontal 
images) set contains approximately 0.638 million images 

erated by shooting a ray through the 
center of projection of a PCI and computing the ray 
intersection point with the scene geometry. The database 
provides 803 query images of landmarks in San Francisco 
taken with several different camera phones by various 

several months after the database images are 
We divide the whole workspace into 64 regions 

by considering the GPS information. For each query image, 
we firstly use GPS to find a candidate region and then 

rectly computing the hamming 
distances between binary descriptors. In this experiment, we 
directly use the original query images instead of the 
segmented ones to test the performance of different method. 

ignored. 

  
earch accuracy of the proposed binarization method on San 

Francisco PFI datasets respectively. 

We implement the following three methods 
(1) The PCA embedding method proposed 

]. (2) The Spectral Hashing method proposed in [17]. (3) 
Using the mean value as the threshold to fulfill the 
binarization process. To make a fair comparison, we 
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the dimensionality of input vectors) when using different 
methods to binarize input vectors. We have tested the 
performance of different methods on normalized VLAD, 
BOF and PHOG respectively. The results are shown in Fig. 
2, which indicates that the binary descriptor obtained by 
using the method can obviously improve the recognition 
accuracy than that of the others. 
Feature Fusion: For each query image, we use GPS to find 
a candidate region and then obtain the searching results by 
computing the Hamming distances between the fused binary 
visual descriptors. We also test the performance
following two strategies for comparison use. Moreover, the 
training and searching processes are performed by using the 
original query images instead of the segmented ones.

Fig.3. Search accuracy of the proposed feature fusion method
Francisco PFI datasets respectively.

 
The results are shown in Fig.3 from which we can draw 

the following conclusions: (1) Boosting of multiple features 
can achieve better accuracy than boosting a single kind 
feature. (2) Compared with the method of [
not only reduces the memory usage by a factor of 32, but 
also improves the search accuracy significantly
results demonstrate the effectiveness of the proposed feature 
fusion method. 

Comparison with State-of-the-Art: 
multiple-feature based landmark recognition 
with previous methods, including: (1) The late fusion 
strategy proposed in [4]: Both SURF and CHoG features are 
extracted to generate two different VLAD 
each image. (2) The method of [5]: We build a vocabulary 
tree (depth=6 and branch factor=10, 64-dimensional SURF 
features) with 1 million leaf nodes to generate the BOF 
descriptor of each image. To perform landmark recognition, 
only the database images that are within 300 meters of the 
query image will be scored. Finally, a geometric verification 
(RANSAC with a 2D affine model) process is carried out to 
refine the recognition results. (3) The method of [
the TC-RVQ method [8] to encode each PCA compressed 
VLAD descriptor (256 dimensional) into 10 bytes and then 
use the index structure of Fig.2 to index the generated codes. 
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dimensional SURF 
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only the database images that are within 300 meters of the 
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(RANSAC with a 2D affine model) process is carried out to 
refine the recognition results. (3) The method of [8]: We use 

] to encode each PCA compressed 
nal) into 10 bytes and then 

use the index structure of Fig.2 to index the generated codes. 

(4) The method of [9]: We use the boosting method 
proposed in [9] to compress each 1
BOF descriptor to 80 dimensionalities
our multiple-feature based landmark recognition method can 
provide better recognition accuracy than that of
compared methods.  

Fig.4. Comparison with previous methods
 

Time and Memory: Our method can fulfill the multi
feature based landmark recognition within 1.71s. The 
computation time of our method is slightly longer than that 
(1.3s) of the method proposed in [
memory usage of our method. The index nodes take about 
108K bytes (608 index nodes, each region ID takes 2 by
the serial numbers take 80  2=160 bytes, each GPS centroid 
takes 8 bytes and the 12 heading nodes take 12 bytes). Each 
image descriptor takes 15 bytes (10 bytes for fused visual 
descriptor, 3 bytes for image ID, and 2 bytes for GPS
The vocabulary tree used for BOF generating takes 271K 
bytes. Therefore, our image searching engine can 
database of 1.295 million images into the RAM of a mobile 
device by costing about 18.87M bytes. 
 

5. CONCLUSIONS
This paper targets at fusing multiple visu
compact manner with an intelligent interactive interface 
design to enhance the user experience of city
device mobile landmark recognition. 
following aspects: binarizing visual descriptors to
memory usage, fusing multiple visual features to get more 
compact and discriminative image descriptors, 
an interactive foreground/background segmentation
improve the recognition accuracy and user experience
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