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ABSTRACT 

 

The current benchmark speech-based depression detection 

techniques rely on acoustic speech parameters collected 

from large sets of representative speech recordings. This 

study for the first time investigates depression detection 

based on the higher order influence model (HOIM) 

coefficients and emotional transition parameters derived 

from a relatively small set of conversational speech 

recordings representing 63 different parent-adolescent 

conversations of time duration 20 minutes each. The 

adolescents included 29 (24 female and 5 male) individuals 

diagnosed with major depressive disorder and 34 (24 female 

and 8 male) healthy individuals. The mental state of parents 

was not assessed. The model-based depression diagnosis 

was compared with benchmark techniques based on acoustic 

speech parameters (mel frequency cepstral coefficients 

(MFCC) and Teager energy operator (TEO)). The 

classification into depressed on non-depressed categories 

was performed using the Gaussian Mixture Model (GMM) 

for the acoustic parameters and the support vector machine 

(SVM) for the HOIM features. The model based technique 

led to the highest average classification accuracy of 94% of 

for the HOIM of order 4, whereas the best benchmark 

techniques scored 70% for the optimized MFCCs and 71% 

for the optimized TEO features. 

 

Index Terms— Depression diagnosis, speech 

classification, conversation modeling, emotional influence 

model 

 

1. INTRODUCTION 

 

Individuals suffering from clinical depression undergo 

prolonged periods of excessive sadness, hopelessness, 

anger, guilt, desperation and loneliness often leading to 

suicidal thoughts. It has long been known that these specific 

emotional states experienced by people with clinical 

depression affect the acoustic qualities of their speech. 

Depressed speech has been often characterized subjectively 

as flat, monotone and dull, [20]. These perceptual qualities 

have been associated with fluctuations of objectively 

measured acoustic parameters such as speech energy, 

fundamental frequency (F0), spectral slope, spectral 

stationarity, formant frequencies and glottal parameters. The 

idea of speech being a biomarker for depression has been 

proven to be feasible in some of the earlier studies 

investigating this topic [23], [4]. Later works provided 

further proof of the existing strong correlation between 

acoustic speech characteristics and the state of depression 

[6], [23], [24], [30], [18], [17], [19], [1], [2], [27]. Studies 

aimed specifically at depression in adolescents have 

extensively compared acoustic features including Teager 

energy operator (TEO) and mel-frequency cepstral 

coefficients (MFCC) [14], [13], [15]. Experiments based on 

speech samples from the Oregon Research Institute (ORI) 

database of audiovisual recordings, which included 68 

depressed and 71 non-depressed adolescents, showed that 

the TEO features clearly outperformed all other features and 

feature combinations with accuracy ranging between 81%–

87% for males and 72%–79% for females [14]. In [15], the 

TEO parameters combined with low-level acoustic 

descriptors led to 78% accuracy in depression detection for 

males and 75% for females. Manual facial action annotation 

(FACS) coding, active appearance modeling (AAM) and 

pitch extraction were used in [4] to measure facial and vocal 

expression. Classifiers using leave-one-out validation were 

support vector machine (SVM) for FACS and for AAM and 

logistic regression for voice. Both face and voice 

demonstrated moderate concurrent validity with depression. 

Accuracy in detecting depression was 88% for manual 

FACS and 79% for AAM. Accuracy for vocal prosody was 

79%. Similarly, depression detection from facial images 

using Gabor wavelet features extracted at the facial 

landmarks led to about 79% accuracy [16]. Recent studies 

have shown that acoustic speech analysis based on a multi-

channel speech classification approach that combines a 

number of different acoustic speech parameters, can detect 

symptoms of depression 2.5 years before the full blown 

symptoms become apparent [3]. The accuracy of this early 

prediction of risk for depression was reported to be up to 
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74% [23], [21], [22]. The main disadvantages of using 

acoustic or facial features in depression diagnosis are the 

reliance on the availability of large datasets of audiovisual 

recordings. Collection of such recordings can be costly and 

time consuming. 

The current study investigates a new, alternative approach 

to the more traditional analysis of speech acoustics or facial 

image features of depressed individuals. The following 

hypothesis has been tested. 

Hypothesis: It has been hypothesized that depressed 

adolescents exhibit different emotional behavior patterns in 

conversations compared with healthy non-depressed 

adolescents. These differences can therefore be used to 

efficiently detect symptoms of depression.  

The proposed new approach creates a statistical model 

describing speakers’ emotional behavior derived from 

conversational audio recordings that have been labeled with 

the observed emotional states of the speakers. The model 

parameters representing intra- and inter-speaker emotional 

influences, as well as the conditional probabilities of intra- 

and inter-speaker state transitions, were used as features to 

classify speech into depressed and non-depressed categories. 

The proposed modeling process represents an extended, 

higher order version of the first order emotional influence 

model for conversation analysis introduced in [28].  

 

2. SPEECH DATA AND ANNOTATION 

 

Speech data used to validate the proposed methodology was 

part of a larger collection of audio-visual recordings made 

by the Oregon Research Institute (ORI). It included audio 

recordings of 63 different dyadic conversations between a 

single parent (mother or father) and their adolescent child 

(son or daughter). The adolescents were between 14 and 18 

years of age. All conversations had a natural, unscripted 

character where the participants were asked to discuss a 

predetermined topic of “planning a family event” The 

average time duration of each recorded conversation was 

about 20 minutes and the average ratio of the adolescents’ to 

parents’ speech duration across all conversations was 0.73. 

Based on self-reports and clinical interviews, 29 adolescent 

participants (24 female and 5 male), included in the 

validation dataset met the Diagnostic and Statistical Manual 

of Mental Disorders version IV (DSM-IV) criteria for a 

current episode of major depressive disorder (MDD) [3]; 

this group of adolescents is denoted in Table 1 as (D). The 

remaining 34 adolescent participants (24 female and 8 male) 

did not meet diagnostic criteria for any current psychiatric 

disorders and had no history of mental health treatment; this 

group represents a control set, and is denoted in Table 1 as 

(ND). The mental state of parents was not assessed. The 

distribution of participants’ gender and the numbers of ND 

and D adolescents across the 63 dyads are given in Table 1. 

It shows that the number of available data were biased. Due 

to this heavily unbalanced gender distribution, the study 

could provide valid classification results only in a gender-

independent case. The speech recordings were synchronized 

with second-by-second observed affect annotation manually 

labeled by trained psychologists using the living-in-family-

environments (LIFE) coding system developed by the ORI 

[8]. For the purpose of conversation modeling speakers’ 

states were denoted using four construct labels (positive (+), 

negative (-), neutral (n) and silence (s)) described in Table 2.  

 

3. METHODOLOGY 

 

3.1. Feature generation 

 

3.1.1. Model based features  

The higher order emotional influence model (HOIM) [28] 

represented a conversation between two people as two 

interacting Markov chains illustrated in Fig. 1, where each 

chain was given as a time sequence of speaker’s states. All 

possible speaker’s states 𝑆𝑡
𝑖 are listed in Table 2. The HOIM 

equation given in (1) estimated the joint conditional 

probabilities of a speaker 𝑖 being in a state 𝑆𝑡 given a set of 

previous states for both speakers. 
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Where N is the model order, 𝑛𝑖  for 𝑖 = 1, … , 𝑁 are time 

delays such that 𝑛1 < 𝑛2 < ⋯ < 𝑛𝑁. The HOIM influence 

coefficients (ICs), 𝜃𝑖𝑗 were constrained such that ∑ 𝜃𝑖𝑗𝑗 = 1 

and θij > 0 for 1 ≤ 𝑖, 𝑗 ≤ 𝑀, with M denoting the number 

of speakers. For each pair of speakers (dyad, M=2), the 

HOIM of order N, generated a set of four ICs (𝜃𝑖𝑗). For i=j 

these coefficients represented the amount of emotional 

influence the speakers had on themselves (𝜃11 −
 parentparent and 𝜃22 − adolescentadolescent) and for 

i≠j these parameters represented the amount of emotional 

influences the speakers had on their counterparts (𝜃12 −
 parentadolescent and 𝜃21 − adolescentparent). The 

values of the ICs were determined using the expectation 

 
Daughter Son 

D ND D ND 

Mother 21 24 5 8 

Father 3 0 0 2 

 

Table 1. Numbers of speech conversations. D - depressed 

adolescents, ND - non-depressed adolescents. 

Speaker’s 

Construct State  

Speech 

Activity 

Basic Categorical Emotions 

(observed by marker) 

Positive (+): Yes Pleasant, happy or caring 

Negative (-) 
Yes Contempt, anger, belligerence, 

anxious, dysphoric or whine 

Neutral (n) Yes Neutral 

Silence (s) No Not specified by the code 

 

Table 2. Data annotation labels (speaker’s states) 
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maximization (EM) data fitting method combined with data 

smoothing techniques described in more detail in [28]. The 

classification features were then composed as a 

conversation signature vector {Ф, P}, where Ф was a 

vector of the ICs Φ=[𝜃11, 𝜃12, 𝜃21, 𝜃22] and P was a vector 

of the corresponding prior (estimated from the data) 

conditional probabilities of intra- and inter-speaker state 

transitions P=[𝑝11, 𝑝12, 𝑝21, 𝑝22] estimated as  

𝑝𝑖𝑗 = 𝑃 (𝑆𝑡
𝑖|𝑆𝑡−𝑛1

𝑗
, 𝑆𝑡−𝑛2

𝑗
 , … , 𝑆

𝑡−𝑛𝑁

𝑗
)   (2) 

Where, N is the model order and i,j=1,2. The time delays 

used in the HOIM experiments were 𝑛𝑘 = 𝑘 seconds for 

k=1, ...,N.  

 

3.1.2. Acoustic (benchmark) features 

Preprocessing: 

The speech data sampled at 11 kHz was segmented into 16 

ms frames with 50% overlap using the Hamming window. 

Within each frame, the audio signal amplitude was 

normalized to ±1 range and the voiced speech segments 

were extracted and concatenated for feature extraction. The 

acoustic features including the mel frequency cepstral 

coefficients (MFCC) and the parameters derived from the 

Teager energy operator (TEO) were extracted on the frame-

by-frame basis using 16 ms frames with 50% overlap 

between frames.  

Mel-frequency cepstral coefficients (MFCCs):  

The MFCCs [26] were calculated as the spectral amplitudes 

resulting from the discrete cosine transform of the log power 

spectrum mapped to the mel-scale. Initially, 13 coefficients 

were generated for each frame and after discarding the first 

one, the remaining 12 MFCCs were used as features.  

Teager energy operator (TEO) parameters:  

Acoustic speech features derived from the Teager Energy 

Operator (TEO) have been previously applied in emotion [7], 

stress [29] and depression [23] classification systems. The 

process of calculating the TEO parameters followed the 

frame-based method introduced in [32], which calculates the 

area under the TEO autocorrelation envelope within 17 

frequency bands. The frequency bands were obtained 

through the Wavelet Packet analysis of speech signals as 

close estimates of the critical bands characterizing the human 

auditory system. Given signal samples x[m] for each 16 ms 

frame, the TEO (instantaneous energy) values were 

calculated as [10], [32] 

Ψ(𝑥[𝑚]) = 𝑥2[𝑚] − 𝑥[𝑚 − 1]𝑥[𝑚 + 1]  (3) 

The instantaneous energy was then used to evaluate the TEO 

autocorrelation function given as [32]  

𝑅Ψ(𝑥)[𝜏] =
1

2𝐾+1
∑ Ψ(𝑥[𝑚])Ψ(𝑥[𝑚 + 𝜏])𝐾

𝑚=−𝐾  (4) 

Where K is the number of samples in the given frame. After 

smoothing with cubic splines, the area under the 

autocorrelation contour was estimated for each frame within 

each of the 17 frequency bands leading to 17 feature 

parameters/frame. 

 

3.2. Optimal feature selection 

 

Large sets of raw features generated on the frame-by-

frame basis were likely to contain a significant amount of 

redundancies that could act like noise and reduce the 

classification accuracy. Therefore, selecting a small subset 

of “optimal” features that show the strongest correlation 

with the state of depression was essential for accurate 

detection of depression and reduction of data 

dimensionality. The reduction of data dimensionality was of 

particular importance in the case of model-based 

classification, as the number of features increased 

exponentially with the model order. The optimal feature 

selection was achieved using the minimum redundancy and 

maximum relevance (mRMR) filter approach based on 

calculation of the mutual information quotient (MIQ) [5]. 

Features selected by the mRMR method were further 

optimized using the wrapper procedure suggested in [25]. 

The wrapper algorithm conducted an iterative K-fold cross-

validation search (with 80% training and 20% testing data) 

leading to a set of features that gave a minimum value of the 

classification error. 

 

3.3. Classification 

 

The choice of classifiers providing efficient discrimination 

into two classes “depressed” and “non-depressed” was 

determined experimentally. It was found that the HOIM 

features were best suited to the support vector machine 

classifier (SVM) [31], whereas the TEO and MFCC and 

TEO features worked well with the Gaussian mixture model 

(GMM) classifier with 5 Gaussian mixtures [31]. The 

training and testing procedures for both GMM and SVM 

followed the leave-one-out cross-validation (LOOCV) 

process with 80% of data used in training and 20% in 

testing. The classification results were described in terms of 

an average accuracy, sensitivity and specificity, where the 

sensitivity was defined as 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑡𝑟𝑢𝑒 𝑑𝑒𝑝𝑟𝑒𝑠𝑠𝑒𝑑

𝑡𝑟𝑢𝑒 𝑑𝑒𝑝𝑟𝑒𝑠𝑠𝑒𝑑−𝑓𝑎𝑙𝑠𝑒 𝑛𝑜𝑛𝑑𝑒𝑝𝑟𝑒𝑠𝑠𝑒𝑑
 (5) 

and the specificity was defined as 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑡𝑟𝑢𝑒 𝑛𝑜𝑛𝑑𝑒𝑝𝑟𝑒𝑠𝑠𝑒𝑑

𝑡𝑟𝑢𝑒 𝑛𝑜𝑛𝑑𝑒𝑝𝑟𝑒𝑠𝑠𝑒𝑑−𝑓𝑎𝑙𝑠𝑒 𝑑𝑒𝑝𝑟𝑒𝑠𝑠𝑒𝑑
 (6) 

 

 
Fig. 1. Conversation between two speakers represented as two 

time-chains of speakers states. The arrows indicate intra- and inter-

speaker transitions from previous states that affect the current states 

(at time t). 

Speaker 1

Speaker 2

tt-nN

time

t-n2 t-n 1
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When assessing the performance, a well performing system 

would have high values for all of these three parameters; 

however, if a compromise had to be made, it was desired for 

the sensitivity to be slightly higher than the specificity. This 

way, a safer depression screening assessment could be made 

without missing on too many “true depressed” cases. 

 

4. EXPERIMENTS AND RESULTS 

 

4.1. Depression detection based on acoustic speech 

parameters (benchmark approach) 

 

The benchmark results are shown in Table 3. It can be 

observed that the use of optimal feature selection led to a 

significant improvement of the classification outcomes for 

all types of acoustic features. The best performance of 71% 

accuracy and good 71/72 specificity to sensitivity ratio was 

given by the optimized TEO parameters. A close accuracy 

of 70% was given by the optimal MFCC, however in this 

case there was a very low sensitivity value of only 59%. 

This relatively high performance of the TEO parameters 

compared with the MFCC is consisted with similar results 

reported in [13], [15], [23]. 

 

4.2. Depression detection based on the HOIM 

parameters (proposed approach) 

 

Like in the case of acoustic features, selection of optimal 

HOIM based features led to significant improvement of the 

classification outcomes (see Tables 4&5). The HOIM based 

depression classification results for the optimized features 

for HOIM of order 1-5 are presented in Table 5. While 

models of order 1-3 and 5 showed quite similar performance 

of 75-82% accuracy, the model of order 4 led to an 

outstandingly high performance of 94% accuracy and 

equally high sensitivity to specificity ratio of 93/94. Given 

that the time delay between the current and the previous 

state used in the modeling process was 1 second, the high 

performance observed in the of model order 4 indicates that 

the time duration needed to form distinct emotional 

interaction patterns showing clear differences between 

depressed and non-depressed family environment was about 

4 seconds. This appears to be consistent with [11], [12], 

where the same adolescent’s data was analyzed showing that 

during the time delay of up to 5 seconds the depressed 

adolescents were likely to remain in the same state, whereas 

their non-depressed counterparts change their state more 

frequently. This phenomenon known as the “emotional 

inertia” is one of the emotional characteristics attributed to 

the depressed adolescents.  

 

5. CONCLUSIONS 

 

The results presented here strongly confirmed the initial 

hypothesis assuming the existence of significant differences 

in emotional interaction patterns between parents and their 

adolescent children in families with depressed adolescents 

and in families with healthy non-depressed adolescents.  

The study showed that the HOIM of emotional 

interactions in conversations provided very efficient 

detection of major depression in adolescents. The HOIM 

depression detection method outperformed the benchmark 

approaches based on acoustic speech parameters (MFCCs 

and TEO parameters). The HOIM results were also higher 

than the results provided by most of the speech-based 

depression detection techniques mentioned in Section 1. 

The well-recognized strong relation between depression 

disorder and the emotional state of a person [9] indicates 

that both the acoustic and model based depression 

recognition systems make their decisions by detecting 

emotional differences between depressed and non-depressed 

speakers. The stronger performance of the model based 

technique can be attributed to the fact that it relies on intra- 

and inter-speaker emotional interactions, whereas the 

acoustic speech analysis is limited to the intra-speaker 

observations only.  

Some of the most important limitations of this study that 

need to be addressed in future research include: the lack of 

gender-dependent results, the scope being limited to parent-

adolescent conversation and to one specific topic only, and 

the lack of mental health assessment of parents.  
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Acoustic Features 
Average Depression Classification Results  

Accuracy Sensitivity Specificity 

MFCC 58% 60% 57% 

MFCC optimal 70% 59% 80% 

TEO 56% 54% 60% 

TEO optimal 71% 71% 72% 

Table 3. Average results of the depression detection based on raw 

and optimized acoustic speech parameters. 

HOIM 

Order 

Average Depression Classification Results 

Accuracy Sensitivity Specificity 

1 81% 72% 88% 

2 75% 69% 79% 

3 82% 79% 85% 

4 94% 93% 94% 

5 78% 79% 76% 

Table 5. Average results of the depression detection based on 

optimized HOIM parameters. 

HOIM 

Order 

Average Depression Classification Results 

Accuracy Sensitivity Specificity 

1 62% 55% 68% 

2 70% 62% 77% 

3 64% 70% 59% 

4 68% 65% 71% 

5 70% 66% 74% 

Table 4. Average results of the depression detection based on raw 

HOIM parameters. 
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