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ABSTRACT
In listening room compensation, the aim is to compensate for
the degradations that are rendered to an audio signal by trans-
mission in a closed room. Due to multiple reflections of the
soundwaves, the listener receives a superposition of delayed
and attenuated versions of the source signal. A filter is de-
signed so that the convolution of the room impulse response
and the equalizer contains better acoustic properties than the
original acoustic channel. For dereverberation, the filter is
usually designed by optimizing a solely time-domain based
cost function and, therefore, may introduce spectral distor-
tions. Recent methods also consider the frequency-domain
representation of the overall system and aim at yielding a flat
overall frequency response. However, in some cases, it may be
desirable to follow a predefined frequency response rather than
obtaining a flat one. Hearing impaired persons, for example,
may prefer or even need an amplification of certain frequency
ranges. In this work, we propose a new method to jointly
shape the time- and the frequency-domain representations of
the overall acoustic channel according to prescribed curves.
Furthermore, we integrate the concept of auditory scales into
the filter design.

Index Terms— room impulse responses, equalization, op-
timization, reshaping, spectral flatness.

1. INTRODUCTION

Equalization of an acoustic channel is usually carried out by
designing a filter, in such a way that the global impulse re-
sponse (GIR, that is the convolution of the filter and the chan-
nel response) contains better acoustic properties than the room
impulse response (RIR) itself.

Early approaches aimed at minimizing the quadratic dis-
tance between the GIR and a desired target response [1]. The
target response is usually chosen as a delayed and/or bandpass
filtered unit pulse. Techniques originating from the field of
data transmission have been used for shortening of room im-
pulse responses [2] by concentrating its energy in a certain
time frame. However, in [2] it was shown that a shaping is
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preferable over a shortening in practice. By shaping an acous-
tic channel, the masking properties of the human auditory
system can be exploited efficiently. The optimization of a
time-domain based optimality criterion may lead to spectral
distortions of the overall system. In [2] it was proposed to
compensate for the spectral distortions by applying a postfilter
that is designed for the GIR.

In [3], the optimality criterion from [2] was generalized by
replacing the quadratic norm with a general p-norm. By choos-
ing high values for p, a very even shaping of the reverberant
tail is be achieved while, in general, solutions with one domi-
nant peak are preferred, resulting in a flat frequency response.
However, in the case of long reverberation time, even the p-
norm based method may lead to spectral distortions. In [4]
it was proposed to explicitly consider the frequency response
of the overall system for the filter design. The regularization
term from [4] is also based on the p-norm. In [5], a new regu-
larization term was proposed to yield a flat overall frequency
response. The term from [5] is based on the spectral flatness
measure, which is used to quantify the flatness of a spectrum
[6].

In this work, we extend the method from [5] by formulat-
ing a generalized spectral flatness measure. The new measure
is considered during filter design by a new regularization term.
The proposed method allows us to define exact demands on
the time- and frequency-domain representations of the over-
all acoustic channels. This allows us, for example, to yield
reshaping filters that are designed to compensate for specific
hearing loss of hearing impaired persons.

This paper is organized as follows. In Section 2, we review
the p-norm based reshaping method from [3] and the regular-
ization from [4]. Our new measure and the new optimization
problem is described in Section 3. Experiments and results
are described in Section 4. Finally, conclusions are drawn in
Section 5.

Notation: Vectors and matrices are denoted by boldface
small and capital letters, respectively. The p-norm of a vector
is denoted by ‖·‖p, diag{·} transforms a vector into a diagonal
matrix, and sign{·} returns the sign of its argument, where the
sign of a complex number is defined as its projection onto the
unit circle. The superscript H denotes the Hermitian transpose
of a matrix, and ∗ denotes convolution.
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2. ROOM IMPULSE RESPONSE RESHAPING

A brief overview of the p-norm based filter design method
from [3] is given in this section. With c(n) denoting the RIR
of length Lc, and h(n) denoting the equalizer of length Lh, the
GIR of length Lg = Lc + Lh − 1 is given by g(n) = c(n) ∗
h(n). Usually, two window functions wd(n) and wu(n) are
specified to define a desired and an unwanted part of the GIR,
respectively. The desired part is given by gd(n) = wd(n) g(n),
and the unwanted part by gu(n) = wu(n) g(n).

2.1. p-Norm Based Reshaping

The p-norm based optimization problem from [3] reads

min
h

: f(h) , f(h) = log

(
‖gu‖pu

‖gd‖pd

)
, (1)

where gu and gd are vectors containing the unwanted and
desired parts gu(n) and gd(n), of the GIR, respectively. By
choosing appropriately high values for pd and pu (usually
10 ≤ pd, pu), a very even shaping of the GIR can be achieved
[3]. The weighting windows are, as in [3], chosen to capture
the compromise temporal masking limit of the human audi-
tory system [7]. The vector h = [h1, . . . , hLh

]
T contains the

equalizer’s impulse response h(n), i.e., hn = h(n− 1).
The optimization of (1) is usually carried out iteratively by

applying a gradient-descent procedure [3].

2.2. Frequency Domain Based Regularization

In [4] it has been shown that a joint optimization of the time-
and frequency-domain representations of the overall system
yields, in general, good reshaping in the time domain, while
the frequency response contains no high spectral peaks. The
p-norm based regularization term from [4] reads

y(h) =
∥∥gf∥∥pf

, (2)

where the vector gf contains the discrete Fourier transform
(DFT) of the overall impulse response. By choosing appro-
priately high values for pf (e.g., pf = 8 in [4]), the overall
frequency response is prohibited from containing any high
spectral peaks.

3. PROPOSED METHOD

The proposed measure is based on a generalized form of the
spectral flatness measure (SFM) [6]. The SFM is used to
capture the flatness of a spectrum and can, of course, also be
used to quantify the flatness of a frequency response. The
new regularization term is based on the proposed measure and
replaces the regularization term (2) from [4]. In [5] it was
proposed to use a regularization term that is directly based on
the SFM for filter design.

3.1. Generalized Spectral Flatness Measure

For the proposed measure, we generalize the SFM by introduc-
ing an integration of the frequency response into subbands and
an individual weighting for each of the subbands. We call this
measure the generalized spectral flatness measure (gSFM).
With

Gs =

K∑
k=1

wsk

∣∣G(ejωk
)∣∣2 (3)

the proposed measure is calculated as

gSFMg(n) =

(
S∏

s=1
γsGs

) 1
S

1
S

S∑
s=1

γsGs

, (4)

where the coefficients wsk, k = 1, . . . ,K, s = 1, . . . , S in-
tegrate the squared absolute values of the length-K-DFT of
g(n) (denoted by G

(
ejωk

)
) into S subbands. Each subband is

then weighted by a positive weighting factor γs, s = 1, . . . , S
before the arithmetic and the geometric means are computed.

The gSFM achieves its maximum of gSFM = 1 when all
terms γsGs in (4) are equal, i.e.,

γ1G1 = γ2G2 = . . . = γSGS . (5)

By maximizing the gSFM given in (4), one yields

γsGs ≈ ν for s = 1, . . . , S (6)

with some ν > 0. This property allows us to prescribe a
desired frequency response by choosing suitable weighting
factors γs in the gSFM. Examples of this will be presented in
Section 4.

For the special case of S = K (i.e., when no subband
integration takes place) and with the choices γs = 1 for s =
1, . . . , S and wsk = δsk with δsk being the Kronecker-delta,
defined as

δsk =

{
1, s = k,

0, s 6= k,
(7)

the gSFM (4) reduces to the SFM known from literature [6].

3.2. The New Optimization Problem

The proposed optimization problem reads

min
h

: f(h) + αs(h) , (8)

where f(h) is given in (1), and the regularization term s(h) is
given by

s(h) = − log
(
gSFMg(n)

)
(9)

with gSFM defined in (4). The prefilter h(n) is designed
by solving (8) with a gradient-descent procedure. The log
operation in (9) allows for a simpler expression of the required
gradients. The gradient ∇hf(h) is given in [3]; the gradient
∇hs(h) is derived in the following.

734



3.3. Derivation of the Gradients

To derive the required gradients, we use matrix-vector notation.
Let g = [g1, . . . , gK ]

T be a vector containing the K values of
the DFT of the GIR. The vector g is computed via

g =Mh with M = F̃C, (10)

where C is the convolution matrix of the RIR c(n), and F̃
is a modified DFT matrix that contains just the rows for the
discrete frequencies ωk, k = 1, . . . ,K under consideration.
Furthermore, by defining a matrix W of dimension S×K
that contains the values wsk, s = 1, . . . , S, k = 1, . . . ,K as
its entries, and a diagonal matrix Γ of size S×S with the
values γs, s = 1, . . . , S on its main diagonal, the gSFM can
be expressed by

gSFMg(n) =
geomean(ΓWg̃)

arithmean(ΓWg̃)
, (11)

where g̃ contains the squared absolute values of the DFT of
g(n). The subband-integration and weighting can be captured
by a single matrix

Ψ = ΓW , (12)

that is of dimension S×K. Its entries are denoted by ψsk.
Applying the logarithmic laws, the regularization term is

given by
s(h) = B(h)−A(h) , (13)

where

B(h) = log

 S∏
s=1

(
K∑

k=1

ψsk |gk|2
) 1

S

 (14)

captures the geometric mean, and

A(h) = log

(
1

S

S∑
s=1

K∑
k=1

ψsk |gk|2
)

(15)

captures the arithmetic mean of (4).
The computation of the gradient ∇hs(h) = ∇hB(h) −

∇hA(h) is given in the following.

3.4. Gradient for the Arithmetic Mean Part

The derivation of A(h) with respect to a coefficient hn of the
target vector h is calculated by applying the chain rule. The
partial derivative is then given by

∂A(h)

∂hn
= ζA ·

(
K∑

k=1

gkmkn

S∑
s=1

ψsk

)
, (16)

with
ζA =

2∑S
s=1

∑K
k=1 ψsk |gk|2

, (17)

andmkn denoting the element in the k-th row and n-th column
of matrixM , given by (10).

By defining a vector ψ̃ =
[
ψ̃1, . . . , ψ̃K

]T
, whose ele-

ments are given by

ψ̃k =

S∑
s=1

ψsk, (18)

the gradient is computed via

∇hA(h) = ζAM
Hdiag

{
ψ̃
}
g. (19)

3.5. Gradient for the Geometric Mean Part

The gradient for the geometric-mean part is, again, computed
by applying the chain rule and deriving the partial derivatives
for B(h) with respect to the target coefficients hn. The partial
derivative is given by

∂B(h)

∂hn
=

2

S

S∑
s=1

(
ζBs

K∑
k=1

ψsksign{gk}mkn

)
(20)

with
ζBs

=
1∑K

k=1 ψsk |gk|
. (21)

By defining a vector ψ̂ =
[
ψ̂1, . . . , ψ̂K

]T
, whose ele-

ments are given by

ψ̂k =

S∑
s=1

ζBs
ψsk, (22)

the gradient∇hB(h) is finally given by

∇hB(h) =
2

S
MHdiag

{
ψ̂
}
sign{g} . (23)

3.6. Overall Update Rule

The overall update rule for the target vector h reads

hl+1 = hl − µl(∇hf(h) + α∇hs(h)) , (24)

where µl is the adaptive step-size in iteration l. The gradient
∇hf(h) is given in [3], and ∇hs(h) = ∇hB(h)−∇hA(h)
with ∇hA(h) and ∇hB(h) given in (19) and (23), respec-
tively. The step-size µl is chosen so that the value of the cost
function decreases in every iteration [8].

4. RESULTS

For the results we measured a RIR using a Cortex MK-2
manikin in a typical office room using exponential sine sweeps
[9]. The sampling rate was chosen as fs = 16kHz, and the
RIR was limited toLc = 4000 taps. The frequency response of
the outer ear was compensated by applying a short prediction-
error filter. The resulting RIR and its frequency response are
shown in Fig. 1.

735



0 500 1000 1500 2000 2500 3000 3500 4000
−80

−60

−40

−20

0

Discrete Time Index

(d
B

)

0 1000 2000 3000 4000 5000 6000 7000 8000

−20

0

20

Frequency in Hz

(d
B

)

Fig. 1. Magnitude of measured RIR on a logarithmic scale
(upper plot) and its frequency reponse (lower plot). The dashed
line is the average temporal masking limit.

To quantify the amount of dereverberation we utilize the
normalized perceivable reverberation quantization measure
(nPRQ) measure that has been proposed in [10]. The nPRQ is
defined as the average overshot of the time-domain coefficients
over the compromise temporal masking limit [7] and above
−60 dB on a logarithmic scale. If no tap exceeds the temporal
masking limit, then no reverberation should be perceivable by
a human listener and thus nPRQ = 0dB.

For the filter design, we aimed at reshaping the impulse
response in the time domain while jointly compensating for
a frequency-dependent hearing loss. The desired frequency
dependent amplification is derived from a fictitious audiogram,
which is depicted in Fig. 2. For the experiments, the filters
were designed with a length of Lh = 4000 taps and the param-
eters for the p-norm were pd = 20, pu = 10.
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Fig. 2. Fictitious audiogram showing the frequency-dependent
hearing loss. The desired amplification for each frequency is
derived from this audiogram.

For a first experiment we choseW as the identity matrix,
i.e., no integration into subbands. The weighting factors γs
have been chosen as the reciprocal of the frequency-dependent
hearing loss (see Fig. 2) and α = 2. The resulting overall
system is depicted in Fig. 3. The nPRQ could be reduced
from 11.6 dB for the unreshaped RIR to 4.7 dB.

For a second experiment, the matrix W was chosen to
sum up the squared frequency response into S = 27 subbands
according to the ERB scale. The factors γs have been chosen
to weight each subband according to the desired amplification
of its center frequency, once again, aiming at compensating the
hearing loss. The weighting factor α was set to α = 0.25. The
results are depicted in Fig. 4. One can see that the compensa-
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Fig. 3. Global impulse response (upper plot) and its frequency
response (lower plot). The equalizer has been designed accord-
ing to the proposed method withW as the identity matrix, i.e.,
no integration into subbands occured.

tion of the hearing loss could still be achieved, however, with
some more fine-granular variation of the frequency response.
The nPRQ could be reduced to 2.6 dB.
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Fig. 4. Global impulse response (upper plot) and its frequency
response (lower plot). The equalizer has been designed accord-
ing to the proposed method. The matrixW was set up in such
a way that it expressed an integration into S = 27 subbands
according to the ERB scale.

5. CONCLUSION

In this work we proposed a new method to capture and utilize
the frequency-domain representation of an impulse response
during filter design. The method is based on a so-called gen-
eralized spectral flatness measure, which has been integrated
as a regularization term into the reshaping filter design. It
was shown that the proposed method allows one to design re-
shaping filters in such a way that the overall acoustic channel
precisely fulfills predefined demands in the time and frequency
domains. Furthermore, it was shown that the integration into
subbands increases the quality of the time-domain shaping by
relaxing the demands on the frequency-domain representation.
We will pursue this approach to further exploit psychoacoustic
properties of the human auditory system.
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