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ABSTRACT

This paper proposes a general multichannel system reproduc-
tion method. Firstly, relative to original multichannel sys-
tem, a general global model is build up by guaranteeing sound
pressure and the direction of particle velocity at the receiving
point constant, and making the square error of particle ve-
locity magnitude at the receiving point as little as possible.
Then the model is equivalent to a least squares problems with
non-negative constraints, it can be worked out by existing ma-
ture algorithms, and the global optimal solution of simplify-
ing multichannel system are obtained. The proposed method
can be used to simplify 22.2 multichannel system to 10.2 and
8.2 multichannel system, objective and subjective experimen-
tal results demonstrate that it performs better than traditional
method.

Index Terms— Multichannel system, reproduction, glob-
al optimal solution

1. INTRODUCTION

As the development of 3D movie and 3DTV technology, 3D
audio technology has becomes a research hotspot in the field
of multimedia. There are following 3D audio technologies:
Ambisonics [1, 2, 3, 4], Wave Field Synthesis (WFS) [5, 6, 7],
Head Related Transfer Function (HRTF) [8, 9, 10], Vector
Based Amplitude Panning (VBAP) [11, 12] and so on. A-
mong them, VBAP is an important 3D audio technology.

In 1961, B. B. Bauer proposed the stereophonic law of
sines which is followed by the directional perception of a
virtual sound source produced by amplitude panning [13].
The stereophonic law of sines is valid if the listener’s head
is pointing forward. To overcome this constraint, B.Bernfeld
proposed the tangent law [14] in 1973. VBAP is seen as
an extension of the sine law with three dimensional loud-
speaker layouts [14]. In three dimensional VBAP, a virtu-
al sound source is synthesized by three loudspeakers using
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vector view [11, 12]. VBAP is of high computational effi-
ciency and accuracy sound image reconstruction. VBAP is
more flexible than Ambisonics, because loudspeakers can be
freely placed; VBAP is cheaper than WFS, because it uses
less loudspeakers; computational efficiency of VBAP is high-
er than that of HRTF 3D positioning method. Also, [15, 16]
has generalized VBAP to synthesize a virtual source by four
and five loudspeakers.

In 2011, Akio Ando proposed a method that provides
physical underpinnings for the use of VBAP, and it can con-
vert 22-channel signals of original 22.2 multichannel sound
system without the two low-frequency effect channels into
10-, 8-channel signals [17], and perform better than con-
ventional down-mixing method. This method localizes each
channel signal of 22.2 multichannel system at the correspond-
ing loudspeaker position as a virtual sound source. A virtual
sound source is replaced by three loudspeakers in reproduced
multichannel system which can form the minimum spheri-
cal triangle that includes this virtual sound source. 10 or 8
loudspeakers in reproduced multichannel system don’t join
in replacing a virtual sound source all in each replacement.
It replaces all loudspeakers in 22.2 multichannel system by
loudspeakers of reproduced multichannel system. In each
replacement process, the distribution coefficients of three
loudspeakers in reproduced multichannel system are calcu-
lated by guaranteeing that sound pressure and the direction
of particle velocity at the receiving point produced by three
loudspeakers and a virtual sound source are the same, and lo-
cal solution is obtained. All loudspeakers locate on a sphere,
the receiving point is at the center of this sphere. Then the fi-
nal distribution coefficient of each loudspeaker in reproduced
system is obtained by adding the distribution coefficient of
corresponding loudspeaker in each replacement process.

There are two problem about Ando’s method. First, this
method uses the local optimal solution to form the global so-
lution simply. Though it can maintain sound pressure and
the direction of particle velocity at the spherical center, but
it would make the sound error at non spherical center point
bigger. In realistic listening, listeners keep the center of their
head coinciding to the position of spherical center, their ears
locates around sphere center, because the radius of human
head is about 0.085 m. Second, as we know that sound can
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be described by sound pressure and particle velocity [18],
so sound pressure and particle velocity should be well main-
tained in simplifying multichannel system to have a good re-
production effect. Sound pressure is scalar, particle velocity
is vector which is of direction and magnitude. But Ando’s
method misses the magnitude of particle velocity, and we will
explain it detailedly in section 5 by example.

This paper proposes a method of simplifying 22.2 mul-
tichannel system which obtains the global optimal solution.
Meanwhile, it can reduce the sound error around receiving
point in reproduced multichannel system.

2. BASIC DEFINITION

Our method needs to meet the following assumptions: (1)
reflected sound is neglected, (2) a loudspeaker can be seen
as a point source, (3) only the outgoing sound wave of the
loudspeaker is considered, (4) the sound pressure at a unit
distance from a loudspeaker is in proportion to the input to
the loudspeaker, the proportion coefficient is recorded as G,
(5) kσmin�1, k is the wave number, σmin is the minimum
distance between the virtual sound source or the loudspeak-
ers and the receiving point. Assumption (5) is valid excep-
t for low frequency sound which does not contribute to the
perception of sound location. Based on these assumptions,
Fourier transform of the sound pressure produced by single
loudspeaker at the receiving point is expressed as:

p(~r, ω) = G
e−ik|~r−

~ξ|

|~r − ~ξ|
s(ω) (1)

Particle velocity produced by single loudspeaker at the receiv-
ing point is expressed as:

u(~r, ω) = G(1 + 1

ik|~r−~ξ|
) e
−ik|~r−~ξ|

|~r−~ξ|2

 x− ξx
y − ξy
z − ξz

 s(ω)

≈G e−ik|~r−
~ξ|

|~r−~ξ|2

 x− ξx
y − ξy
z − ξz

 s(ω)

(2)
where ~r=(x, y, z)T is the coordinate of the receiving point,
~ξ=(ξx, ξy, ξz)

T is the coordinate of single loudspeaker, k is
the wave number, k=2πf/c, f is the frequency of sound, c is
the speed of sound in air, s(ω) is the Fourier transform of the
input signal to the loudspeaker, T is the transposition of the
matrix.

The sound pressure or particle velocity of m loudspeaker-
s at the receiving point could be obtained by summing sound
pressure or particle velocity of single loudspeakers at the re-
ceiving point.

3. GLOBAL MODEL BUILDING AND SOLVING

22.2 multichannel loudspeaker arrangement without LFE
channels is shown in Figure 1(a). We first study the case that

Fig. 1. (a): 22.2 multichannel loudspeaker arrangement with-
out LFE channels in original system; (b), (c): 10-, 8-channel
loudspeaker arrangements in reproduction space.

a virtual sound source (single loudspeaker) is replaced by m
loudspeakers. The virtual sound source and m loudspeakers
are on a same sphere, the receiving point is at the center O of
the sphere which also is the listening point. We suppose that
the sound pressure produced by a virtual sound source at the
receiving point is the same as the sound pressure produced by
m loudspeakers at the receiving point, we can get:

G

m∑
j=1

e−ikρ

ρ
sj(ω) = G

e−ikρ

ρ
s(ω) (3)

Together with sj(ω) = wjs(ω) , equation (3) could be sim-
plified as:

w1 + w2 + · · ·+ wm = 1 (4)

In polar coordinates, coordinate of the receiving point
is ~r=(0, 0, 0), coordinate of the virtual sound source is
~ξ=(ρ, θ, ϕ), where ρ is the distance to receiving point, θ
is azimuth, ϕ is elevation, coordinates of m loudspeakers are
~ξ(j)=(ρ, θj , ϕj), j = 1, 2,· · · ,m. Then Fourier transform of
the particle velocity produced by the virtual sound source at
the receiving point is expressed as:

u(~r, ω) = − G
cλ

e−ikρ

ρ Hs(ω),

H =
(
cos θ cosϕ, sin θ cosϕ, sinϕ

)T (5)

where c is the speed of sound in air, λ is the density of air.
Fourier transform of the particle velocity produced by m
loudspeakers at the receiving point is expressed as:

ũ(~r, ω) = −G
cλ

e−ikρ

ρ
H̃Ws(ω) (6)

H̃ =

 cos θ1 cosϕ1 cos θ2 cosϕ2 · · · cos θm cosϕm
sin θ1 cosϕ1 sin θ2 cosϕ2 · · · sin θm cosϕm
sinϕ1 sinϕ2 · · · sinϕm


W =

(
w1, w2, · · · , wm

)T
Let u(~r, ω) = ũ(~r, ω), we can get:

H̃


w1

w2

...
wm

 =

 cos θ cosϕ
sin θ cosϕ

sinϕ

 (7)
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Then we divide the first and second rows by the third row in
equation (7), we could get:∑m

l=1 wl cos θl cosϕl∑m
l=1 ωl sinϕl

= cos θ cosϕ
sinϕ∑m

l=1 wl sin θl cosϕl∑m
l=1 ωl sinϕl

= sin θ cosϕ
sinϕ

(8)

Equation (8) could guarantee that direction of particle veloci-
ty of virtual sound source andm loudspeakers at the receiving
point are the same. From equation (8), we could get:∑m

l=1 wl(cos θl cosϕlsinϕ− sinϕl cos θ cosϕ) = 0∑m
l=1 wl(sin θl cosϕlsinϕ− sinϕl sin θ cosϕ) = 0

(9)

Together with equation (4), we could get:

LW = E1, L =

 t11 t12 · · · t1m
t21 t22 · · · t2m
1 1 · · · 1

 , E1 =

 0
0
1


(10)

where

t11 = cos θ1 cosϕ1 sinϕ− sinϕ1 cos θ cosϕ
t12 = cos θ2 cosϕ2 sinϕ− sinϕ2 cos θ cosϕ
· · ·
t1m = cos θm cosϕm sinϕ− sinϕm cos θ cosϕ
t21 = sin θ1 cosϕ1 sinϕ− sinϕ1 sin θ cosϕ
t22 = sin θ2 cosϕ2 sinϕ− sinϕ2 sin θ cosϕ
· · ·
t2m = sin θm cosϕm sinϕ− sinϕm sin θ cosϕ

(11)
The square error of particle velocity magnitude at the re-

ceiving point is defined as:

E(w1, w2, w3, · · · , wm)
= ‖u(~r, ω)−

∑m
j=1 uj(~r, ω)‖22

= ‖G e−ikρ

cλρ s(ω)‖
2
2[(cos θ cosϕ−

∑m
j=1 wj cos θj cosϕj)

2

+(sin θ cosϕ−
∑m
j=1 wj · sin θj cosϕj)2

+(sinϕ−
∑m
j=1 wj sinϕj)

2]
(12)

u(~r, ω) is particle velocity of the virtual sound source at the
receiving point, uj(~r, ω)(j=1, 2,· · · ,m) is particle velocity
of the jth loudspeaker at the receiving point. Equation (10)
could guarantee sound pressure and the direction of particle
velocity at the receiving point constant, so it is necessary to
make the square error of particle velocity magnitude at the
receiving point as little as possible. For a given signal, virtu-
al sound source and loudspeakers’ position, ‖G e−ikρ

cλρ s(ω)‖
2
2

is a constant. So to make the error square of particle veloc-
ity magnitude E minimum, we should make the formula in
bracket of equation (12) minimum. Then the global solution
of replacing a virtual sound source by m loudspeakers is e-
quivalent to solving the following question:

min
W

1
2‖H̃W −H‖

2
2

s.t. LW = E1

w1, w2, · · · , wm ≥ 0

(13)

Equation (13) is a least squares problems with inequality con-
straints and it could be worked out by existing mature algo-
rithms such as Trust Region Algorithm [19].

Then we suppose that q-channel in original sysytem is
simplified to m-channel (q>m) in reproduced system, there
are q loudspeakers (recorded as ld1, ld2, · · · , ldq) need to be
replaced by m loudspeakers (recorded as rd1, rd2, · · · , rdm)
. In the replacement process of loudspeaker lds , s∈{1, 2, · · · ,
q}, the distribution coefficients of loudspeaker rd1, rd2, · · · ,
rdm are w1s, w2s, · · · , wms respectively, which could be ob-
tained by the global model method. Because particle velocity
and sound pressure are linear function of input signal, so the
final distribution coefficient of loudspeaker rde, e∈{1, 2, · · · ,
m} is:

wfinal−e =

q∑
g=1

weg (14)

4. EXPERIMENTS

The performance of our method and Ando’s method are mea-
sured by two tests. In test I, 22-channel are simplified to
10-channel, in test II, 22-channel are simplified to 8-channel
(Figure 1). The radius of the spheres is 2 m. The two low-
frequency effect channels are not processed. First, objective
tests are done. Single frequency signals of 1000Hz is select-
ed as the original signal for 22-channel. In test I, compared

Table 1. Levels comparison standard
Comparison of the Stimuli Score
Sound image of A is much closer to Ref than B +3
Sound image of A is closer to Ref than B +2
Sound image of A is slightly closer to Ref than B +1
Sound image of A to Ref is the same as B 0
Sound image of A is slightly further to Ref than B -1
Sound image of A is further to Ref than B -2
Sound image of A is much further to Ref than B -3

with the original 22-channel, the particle velocity error at re-
ceiving point is 6.34% by our method, the particle velocity
error at receiving point is 7.74% by Ando’s method. In test II,
compared with the original 22-channel, the particle velocity
error at receiving point is 11.81% by our method, the particle
velocity error at receiving point is 13.31% by Ando’s method.

Then, subjective tests are done. Comparison Mean Opin-
ion Score (CMOS) is used to test our method and Ando’s
method, the test material consists of Ref/A/B, in which Ref
is the original sound source signal, A is signal generated by
our method, and B is signal generated by Ando’s method. Ref
is played back by 22 loudspeakers of original 22.2 multichan-
nel system. A and B are played back by less loudspeakers
of reproduced multichannel system. We compare the sound
image of A and B which is closer to Ref. The score has 7
levels, which are listed in Table 1. 10 listeners performed the
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listening test. All of them actively work in the audio field.
The center of listener’s head is at the receiving point (spher-
ical center O in Figure 1) in testing. The test results consist

(a)

(b)

Fig. 2. CMOS score of each item for (a) 10 channel in Figure
1, test I; (b) 8 channel in Figure 1, test II.

of an average score and a 95% confidence interval. We use
4 MPEG test sequences: es01, sc01, si01, sm02 whose sam-
ple rate are 48 kHz, bit depth are 16 bits, amplitude are -40
dB, and length are 8s. The test results for each item are given
in Figure 2. We can see that all these cases are statistically
comparable to Ando’s method in a 95% confidence interval
sense. The average scores of our method are higher than An-
do’s method for all cases, which means that location accuracy
of our method is better than Ando’s method when we simplify
22-channel to 10- and 8-channel and are in accordance with
objective test results. The reason is that our method can get
the best solution which could maintain physical properties of
sound at the receiving point as much as possible.

5. RELATION TO PRIOR WORK

First we explain why Ando’s method misses the magnitude
of particle velocity. For example, suppose a loudspeak-
er V whose input signal is s0(ω) in frequency domain is at
(2, 90◦, 0◦), wave number is k0, it is replaced by loudspeakers
A, B, C which are at (2, 90◦, 45◦), (2, 120◦, 0◦), (2, 60◦, 0◦)
by Ando’s method, the distribution coefficients of loudspeak-
ers A, B, C are 0, 1

2 , 1
2 (the computation method is described

in [17]). The pressure at the receiving point produced by
loudspeakers V, A, B, C respectively are pV=G e−2ik0

2 s0(ω),
pA=G

e−2ik0

2 s0(ω)·0, pB=G
e−2ik0

2 s0(ω)· 12 , pC=G
e−2ik0

2
s0(ω)· 12 , so pV=pA+pB+pC . The particle velocity at the
receiving point produced by loudspeakers V, A, B, C respec-

tively are:

uV = − G
cλ

e−2ik0

2

(
cos 90◦ cos 0◦, sin 90◦ cos 0◦, sin 0◦

)T
·s0(ω) = − G

cλ
e−2ik0

2

(
0, 1, 0

)T
s0(ω),

uA = − G
cλ

e−2ik0

2

(
cos 90◦ cos 45◦, sin 90◦ cos 45◦, sin 45◦

)T
·s0(ω) · 0 =

(
0, 0, 0

)T
,

uB = − G
cλ

e−2ik0

2

(
cos 120◦ cos 0◦, sin 120◦ cos 0◦, sin 0◦

)T
·s0(ω) · 12 = − G

cλ
e−2ik0

2

(
− 1

4
,
√

3
4
, 0
)T

s0(ω),

uC = − G
cλ

e−2ik0

2

(
cos 60◦ cos 0◦, sin 60◦ cos 0◦, sin 0◦

)T
·s0(ω) · 12 = − G

cλ
e−2ik0

2

(
1
4
,
√
3
4
, 0
)T

s0(ω)

Then the sum of particle velocity uA, uB , uC is:

usum = uA + uB + uC = − G
cλ

e−2ik0

2

(
0, 1, 0

)T
s0(ω) ·

√
3
2

Though the direction of vector uv is the same as the direction
of vector usum, but |uv|6=|usum|. This means that Ando’s
method just maintain sound pressure and the direction of par-
ticle velocity at the receiving point in replacement process,
it can’t maintain the magnitude of particle velocity. Also in
the simplifying process, local solution is obtained by three
loudspeakers in reproduced multichannel system replacing a
loudspeaker in 22.2 multichannel system by Ando’s method.
The global solution is got by simple corresponding addition
of these local solution. In our method, all loudspeakers in re-
produced multichannel system join in replacing a loudspeaker
in 22.2 multichannel system, sound pressure and the direction
of particle velocity at the receiving point is maintained, and
the global solution is obtained by making the square error of
particle velocity magnitude at the receiving point as little as
possible. Our method is a optimization routine for searching
global optimal solution.

6. CONCLUSIONS

To promote the application of 3D multichannel system in fam-
ily, this paper proposes a 3D multichannel system reproduc-
tion method. Relative to original multichannel system, this
method can reduce channel number, at the same time, it can
guarantee sound pressure and the direction of particle veloc-
ity at the receiving point constant, and make the square error
of particle velocity magnitude at the receiving point as little
as possible. The method build a general global model which
is equivalent to a least squares problems with non-negative
constraints, and it can be worked out by existing mature algo-
rithms. Compared with Ando’s method, the proposed method
could get the global optimal solution of simplifying multi-
channel system, which can maintain sound pressure and par-
ticle velocity around receiving point better. Subjective exper-
imental results show that the proposed method have better lo-
calization effect than traditional methods in simplifying 22.2
multichannel system to 10- and 8-channel system. The future
work is to promote localization effect of our method futher in
simplifying 22.2 multichannel system.
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