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ABSTRACT
A novel sound mixing method, which can mix a voice and
background music (BGM) without hiding the voice, is pro-
posed. The proposed method can be used without having to
consider the levels of input signals. We implemented this ef-
fective method by precise nonlinear processing on the time-
frequency plane. We use the name “smart mixer” to refer to
the type of sound mixer used in this method. In this paper,
we describe the basic concept of the smart mixer and its ap-
plication to mixing a voice and BGM. Experiments on three
sets of real audio signals were performed and the results are
discussed.

Index Terms— Sound mixing, time-frequency plane,
psychoacoustic model

1. INTRODUCTION

In recent years, sound has become increasingly utilized in ev-
eryday life. In a car, both the sound system and the navigation
system may transmit information. Sometimes this occurs at
the same time, making it difficult to hear both sounds.

When the aim is to only hear a voice, a simple process can
be used to mute background music (BGM) while the voice
is spoken. However, to hear not only the voice but also the
BGM, the process must consist of a complex combination of
functions involving equalizers and compressors. Therefore,
such complex mixing has only been carried out in a limited
range of applications such as broadcasting and professional
music production.

Voices and BGM can be distinguished by comparing their
time-frequency representations generated by a suitable sig-
nal processing structure, such as the outputs of a short-time
Fourier transform (STFT). We have developed a new type of
sound mixer based on this structure named a smart mixer.
The proposed method consists of two key elements. The
first element is a newly developed process to determine the
contribution of each time-frequency component to the smart
mixer. The second element is the adoption of a psychoa-
coustic model used for this determination. In this paper, we
propose the implementation of a smart mixer to ensure voice
audibility.

This work was supported by JSPS KAKENHI Grant Numbers
20500111, 23500147, 26330188.

2. RELATION TO PRIOR WORK

In the field of broadcasting, a method of automatic gain con-
trol called ducking [1] is used. Ducking simply reduces the
gain of BGM when the power of a voice exceeds a threshold.
In this approach, the volume attenuation of BGM occurs in
principle. On the other hand, the proposed method applies
gain reduction to the minimum number of components in the
time-frequency distribution essential to hear a voice; there-
fore, the volume attenuation of BGM is less than that in the
case of ducking.

In the field of music production, a technique for coordi-
nating the frequency characteristics of multichannel signals
called mirrored equalization [1] is used. The characteristics
to which this technique is whereas both a voice and BGM are
time-variant. Thus, it tends to be suboptimal in each short
time duration. On the other hand, the proposed method can
be applied to time-variant characteristics.

Cross-adaptive digital audio effects [2], [3] focus on au-
tomating the adjustment of parameters in the conventional
mixing method. Often its analysis and processing units are
independent, and these representations differ from each other.
In automatic equalization using this method [4], the analysis
units are based on precise frequencies generated by an STFT,
but the processing units are based on five rough band filter
banks. On the other hand, the proposed method analyzes and
processes the same time-frequency representation. Thus, it
can be used for precise processing without degrading the res-
olution.

Perceptual irrelevant component elimination [5] uses a
psychoacoustic model for speech enhancement. This method
focuses on the situation of hearing sounds from a digital TV
or mobile phone in a noisy environment. In this situation, the
masking effect of environmental noise is a problem. To elimi-
nate the masking effect, a multiband dynamic range compres-
sor is used to control the level of the masking threshold in this
method. This method can only process the voice because the
environmental noise cannot be processed. On the other hand,
the proposed method can process both a voice and the BGM.
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Fig. 2. Block diagram of the proposed smart mixer.

3. PROPOSED METHOD

3.1. Smart mixer

A smart mixer, i.e., our novel sound mixer using a time-
frequency representation, can efficiently directly modify spe-
cific components in a time-frequency distribution. We denote
the smart mixer by the symbol shown in Fig. 1.

3.2. Application of smart mixer to mixing of voice and
BGM

A block diagram of the smart mixer is shown in Fig. 2. The
proposed mixer has two monaural inputs xA[n] and xB[n] in
descending order of priority and one monaural output y[n],
where n is the sampling time. In the case of mixing a voice
and BGM, the voice is the priority input signal and the BGM
is the nonpriority input signal. XA[i, k], XB [i, k], and Y [i, k]
are complex numbers obtained by an STFT at the point (i, k)
on the time-frequency plane of each signal, in the ith (STFT)
frame, and in the kth frequency bin, respectively. WA[i, k]
and WB [i, k] are the gains for XA[i, k] and XB [i, k], respec-
tively. FW (XA[i, k], XB [i, k]) is a nonlinear function used to
calculate WA[i, k] and WB [i, k]. Then, YA[i, k] and YB [i, k]
are generated by applying gains WA[i, k] and WB [i, k] to
XA[i, k] and XB[i, k], respectively. Finally, the output sig-
nal y[n] is obtained by applying an inverse short-time Fourier
transform (ISTFT) to Y [i, k].

3.2.1. Mixing method based on psychoacoustic model

To achieve smart mixing, we focused on the characteristics
of the perception of sound. Differences in the perception
of a voice and BGM are related to time transition patterns
of their time-frequency distributions. One method for ex-
tracting important time-frequency components contributing to
audibility is the psychoacoustic model included in MPEG-
1 audio [6], [7]. There is a close relationship between au-
dio data compression techniques and the proposed mixing
method. Therefore, the proposed method uses tonal masker
distributions and audible component distributions based on
the time-frequency distribution considered in the psychoa-
coustic model of MPEG-1 audio to determine whether com-
ponents should be enhanced, suppressed, or unchanged.

The tonal masker criterion Ctm[X, i, k] (Boolean) is given
in (1) and (2), where LdB[X, i, k] is the dB value of X[i, k].

Ctm[X, i, k] =
1

 LdB[X, i, k] > LdB[X, i, k′]
∧ LdB[X, i, k] > LdB[X, i, k′′] + 7,
∀k′ ∈ k + {−1, 1},∀k′′ ∈ k +∆k


0 (otherwise)

, (1)

∆k =


−2, 2 (2 < k < 63)

−3,−2, 2, 3 (63 ≤ k < 127)

−6, · · · ,−2, 2, · · · , 6 (127 ≤ k < 255)

−12, · · · ,−2, 2, · · · , 12 (255 ≤ k ≤ 500)

. (2)

The audible criterion CATH[X, i, k] (Boolean) is applied
by comparing the local power on the time-frequency plane
and the table of the absolute threshold of hearing (ATH) [7],
ATH[f ], which is expressed by (3) and (4).

ATH[f ] = 3.64 (f/1000)
−0.8 − 6.5e(f/1000−3.3)2

+10−3 (f/1000)
4

(dB SPL) , (3)
CATH[X, i, k] =
1

 LdB[X, i, k] + pATH >

ATH[k] + LA
dB[X, i]− prange

∧LA
dB[X, i] > 0 ∧ LdB[X, i, k]− pATH > 0


0 (otherwise)

. (4)

Here, LA[X, i] is the local average power of the total fre-
quency band of X[i, k], which is averaged over the averag-
ing time pAt (default: 60 ms), LA

dB[X, i] is the dB value of
LA[X, i], pATH (default: −69) is a parameter used to tune
the gap between the listening level using a dynamic range of
input signals, and prange (default: 96) is a parameter used to
control the dynamic range of the input signals under consider-
ation. With this criterion, the depth of the effect is correlated
with the gap between the average levels of input signals.

By combining these two criteria, the time-frequency rep-
resentations are classified into four determining values ex-
pressed in Boolean variables: Dtm, Dtn, Dnm, and Dna. The
four determining values for X are given by (5)-(8).
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Table 1. Table of situations of the four determining values for
the input signals for switching between the four processes.

Priority input : voice (XA)
Dna Dnm Dtn Dtm

Nonpriority input ¬Dna Snm Stn Stm

: BGM (XB) Dna Sna

Dtm[X, i, k] =
∑

k′′′∈{0,±1}

(
Ctm[X, i, k + k′′′]

∧CATH[X, i, k + k′′′]

)
, (5)

Dtn[X, i, k] =
∑

k′′′∈∆k

(
Ctm[X, i, k + k′′′]

∧CATH[X, i, k + k′′′]

)
∧¬Dtm[X, i, k], (6)

Dnm[X, i, k] = CATH[X, i, k]

∧¬Dtm[X, i, k] ∧ ¬Dtn[X, i, k], (7)
Dna[X, i, k] = ¬CATH[X, i, k]

∧¬Dtm[X, i, k] ∧ ¬Dtn[X, i, k]. (8)

Furthermore, the process of calculating the gains is
switched depending on the situation of the four determin-
ing values for the input signals shown in Table 1 and the
power difference between these signals. This is because these
relationships determine whether the important components of
the voice are audible after mixing.

The core equations for the gains in each time-frequency
bin are given by (9)-(11), which are expressed using the lim-
iting function Flim(g, l, u). The limiting function Flim(g, l, u)
has upper limit u and lower limit l.

WA[i, k] = Flim


√
gA · L

f [XA, i, k] + Lf [XB, i, k]

Lf [XAi, k]
,

1, laf

 , (9)

WB[i, k] = Flim


√
gB · L

f [XA, i, k] + Lf [XB, i, k]

Lf [XB, i, k]
,

1/laf , 1

 , (10)

laf = Flim

(√
LA[XB, i]/LA[XA, i], 1, lpb

)
. (11)

Lf [X, i, k] is the average power of the frequency band
with a frequency range of one octave, which was selected on
the basis of the results of preliminary experiments. laf is a
parameter used to limit the gain coefficients to avoid extreme
enhancement in the entire spectrum envelope. lpb (default:
4.8) is a parameter used to limit the gain coefficients to avoid
the rapid modulation of the total power. gA and gB are gains
used to tune the balance of whether the output signal is similar
to either of the input signals at each time-frequency compo-
nent after mixing. It was found in a preliminary experiment
that setting gains gA and gB to the values in Table 2 produced
good overall results, where gtm (default: 4) and gnm (default:
0.8) are the gains for each corresponding component.

Table 2. Gains gA and gB set under different situations.
Situations Stm Stn Snm Sna

gA gtm 1 gnm
Lf

A[i,k]

(Lf
A[i,k]+Lf

B[i,k])

gB 0 0 gnm
Lf

B[i,k]

(Lf
A[i,k]+Lf

B[i,k])

Table 3. Characteristics of input signals. The voices are
taken from SRV-DB [8] and the BGM is taken from the RWC-
MDB-P-2001-M01 of the RWC music database [9].

Standard Volume
Set Contents deviation difference

1
Voice PF00 (Female) 500

12 dBBGM No.5 2000

2
Voice PM00 (Male) 1000

12 dBBGM No.15 4000

3
Voice PF01 (Female) 375

24 dBBGM No.94 6000

Table 4. Parameters used in experiments.
Method C Method S

(Conventional) (Proposed)
Sampling frequency (FS) 44100 Hz 44100 Hz
Samples of FFT (NFFT) 128 1024
Samples of frame shift 16 384
Type of analyze window Hanning Hanning
Samples of analyze window 127 1023
Type of synthesize window Hanning Hanning
Samples of synthesize window 63 767

Furthermore, the gains of each frequency bin are averaged
over the averaging time pt (default: 60 ms). As a result of
these modifications, the musical noise is reduced.

4. EXPERIMENTS AND DISCUSSION

The characteristics of the three sets of input signals used in
this study are shown in Table 3 [8],[9]. Each signal has a total
duration of 6 s; the first half only contains a voice and the
second half contains a voice and BGM. The sound levels of
the voice and BGM were adjusted so that voice could not be
heard in the case of simple addition. The parameters used in
the proposed method were fixed by performing preliminary
experiments using the three sets of signals. The parameters
used in the experiments are shown in Table 4.

Fig. 3 shows the time-frequency distributions indicating
the results of the proposed method. To hear a voice without it
being obscured by the BGM, the spectrum transition pattern
of the voice must be visible after mixing. For the interval
where the BGM exists, the spectrum transition pattern of the
voice is not visible in the time-frequency plane in the case of
simple addition (Fig. 3(c)). On the other hand, it can be seen
when the proposed method is used (Fig. 3(d)). Moreover, the
spectrum transition pattern of the BGM also remains clearly
visible.
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Fig. 3. Time-frequency distributions of input signal set 1 (a:
voice, b: BGM), the mixing result for method B (simple ad-
dition) (c), and the mixing result for method S (the proposed
method) (d).
Table 5. Descriptions of mean opinion scores (MOSs) used
in the hearing experiment.

Point Impairment
5 Degradation is inaudible
4 Degradation is audible but not annoying
3 Degradation is slightly annoying
2 Degradation is annoying
1 Degradation is very annoying

To verify the processing results, we conducted a subjec-
tive hearing experiment. The evaluated sounds were nine
mixing results: the three sets of signals shown in Table 3 were
processed by three mixing methods (B: simple addition, C:
time-invariant equalization (the conventional method), S: the
proposed method). Signals C, obtained by equalizing narrow-
band spectrograms of input signals to output signals, were
generated by method S, as shown in Fig. 4. The energy in-
crements of sets 1, 2, and 3 from signals B to signals C are
0.4 dB, 0.7 dB, and -1.7 dB, and the increments from signals
B to signals S are 0.1 dB, -0.1 dB, and -0.8 dB, respectively.
The increments of the perceptual SNR of sets 1, 2, and 3 from
signals B to signals C are -0.1 dB, -0.4 dB, and 0.6 dB, and
the increments from signals B to signals S are -0.2 dB, 0.7
dB, and 0.1 dB, respectively.

The evaluation categories were Q1: voice audibility, Q2:
sound quality of the voice, and Q3: sound quality of the
BGM. These categories were evaluated as five-point mean
opinion scores (MOSs), as shown in Table 5. The subjects
were six males, who listened to the signals with headphones.
The results of the hearing experiment are shown in Fig. 5.

-80

-70

-60

-50

-40

-30

0 1 2 3 4

A
v
e
ra

g
e
 p

o
w

e
r 

(d
B

)

Frequency [kHz]
0 1 2 3 4

Frequency [kHz]
0 1 2 3 4

Frequency [kHz]

(a) Set 1 (b) Set 2 (c) Set 3

original voice
processed voice

original BGM
processed BGM

Fig. 4. Narrow-band spectrogram (bandwidth = 344.53 Hz,
FS = 44100 Hz, NFFT = 128) analysis of original signals
and signals processed by the proposed method.

B C S

M
e
a
n
 o

p
in

io
n
 s

c
o
re

 (
M

O
S
)

Set 1 Set 2 Set 3 Set 1 Set 2 Set 3

1

2

3

4

5

Q1 : Voice audibility
Q2 : Sound quality of the voice
Q3 : Sound quality of the BGM

B C S B C S B C S B C S B C S

2

3

4

5

Fig. 5. Results of the hearing experiment.

The MOS of Q1 exceeded 3 for all sets of input signals for
method S. Furthermore, the results of Q1 for methods S and C
yielded significant p-values (p = 0.027, Mann-Whitney test).
In contrast, the results of Q2 and Q3 in method S were lower.
In particular, the MOSs for set 1 were less than 3. Notably,
the results of Q1 for this set were satisfactory. Therefore, by
controlling the degree of the effect of the proposed method
using other characteristics of the signals, the reduction in what
can be moderated.

Furthermore, we conducted a speech intelligibility exper-
iment. The evaluated sounds were a combination of the nine
speech signals: three BGMs and three mixing methods (B, C,
and S). The subjects were nine males, who listened to the sig-
nals with headphones. The results of word intelligibility for
methods B, C, and S were 71.7 %, 71.7 %, and 83.3 %, and
the results of sentence intelligibility were 56.7 %, 66.7 %, and
76.7 %, respectively. Therefore, the effectiveness of the pro-
posed method for ensuring that a voice remains audible was
shown.

5. CONCLUSION
A novel sound mixing method, which can mix a voice and
BGM without hiding the voice, was proposed. We developed
a new type of sound mixer called a “smart mixer”, which per-
forms nonlinear processing on each time-frequency domain.
The implementation method used in the smart mixer to main-
tain voice audibility was based on the psychoacoustic model
included in MPEG-1 audio. The effectiveness of the proposed
method was shown by the results of hearing experiments us-
ing real sound signals with six male subjects.
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