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ABSTRACT drift and results in a poor performance of speech enhancement al-
gorithms. Many algorithms for clock skew compensation employ a
In wireless acoustic sensor networks (WASNS), clock SynChrOniZaserieS of time message transmissions [6] [7] In [6]1 a joint ranging
tion is crucial for multi-microphone signal processing, since clockand clock synchronization (JCS) algorithm is proposed to estimate
differences between capturing devices will cause signal drift. This ite|ative clock skews, clock offsets and pairwise distances in a WSN
turn severely degrades the performance of multi-microphone sign@sing a single clock reference. This algorithm requires that the node
processing. After a theoretical analysis of the effect of clock synwjith the reference clock serves as a central processor, conneittied w
chronization, we evaluate the use of three different clock synchrog|| other nodes in the network. The gossip-based clock synchroniza-
nization algorithms in the context of multi-microphone noise reduc+jon (GbCS) algorithm in [7] is an algorithm based on time stamps
tion. Our experimental study shows that the achieved precision afnd the randomized gossip algorithm [11]. Unlike the JCS algorithm
clock synchronization enables sufficient accuracy of clock synchrowhere the clocks of all nodes are synchronized with respect to a ref-
nization for the MVDR beamformer in ideal scenarios. However,erence node, the GbCS algorithm synchronizes them with a virtual
in practical scenarios with measurement noise on the parameters gbck. Thus, the GbCS algorithm synchronizes the clocks in a dis-
interest, time-stamp based clock synchronization algorithms get deributed way without the requirements of a reference clock or a spe-
graded, while signal based algorithms are still accurate enough fqiific network topology. The accuracy of these time-stamp based al-
the MVDR beamf()rmer, albeit at a much hlgher transmission cost. gorithms iS, genera"y’ proportiona| to the number of t|m|ng message
Index Terms— Clock synchronization, speech enhancemem‘transmissions. Another c_Iass of clock synchr(_)nization glgorithms is
wireless acoustic sensor networks bas_ed on the observed 5|_gnal,_such as the blln_d sampllng-rgte _offset
estimation (BSrOE) algorithm in [8] and the blind synchronization
algorithm in [12]. Assuming that there is a reference node in the
1. INTRODUCTION WASN, the BSrOE estimates relative clock skews using the phase
drift in the coherence between the observed signals of two commu-
Wireless acoustic sensor networks (WASNSs) have been proposed foicating nodes. Similar to the JCS, the BSrOE requires that the node
speech enhancement by means of multi-microphone noise reductiavith the reference clock serves as a central processor.
[1, 2, 3, 4]. Multi-microphone noise reduction algorithms such as  In the remainder of this paper, we present a study of the effect of
beamforming, heavily depend on timing information as they usu<clock synchronization on multi-microphone signal processing where
ally employ the delay that is experienced when an acoustic signaach node has an individual clock. We perform theoretical and ex-
is observed at different positions. However, in WASNSs, each nod@erimental investigations of the effects of clock synchronization on
usually has its own processor with an independent internal clockhe delay-and-sum (DSB) and the minimum variance distortionless
Employing multi-microphone noise reduction, in practice, requiresesponse (MVDR) beamforming using three state-of-the art algo-
that these clocks are synchronized. Most of the multi-microphongithms (i.e., the JCS, the GbCS and the BSrOE). In particular we
signal processing algorithms for WASNs (e.g., [1, 2, 3, 4]) arebas analyze communication cost of the three algorithms and investigate
on the often implicit assumption that the internal clocks are synchrotheir robustness to noise on the parameters used to synchronize the
nized. An unsynchronized clock can cause drift of time differencelocks.
of the observed signal at the different nodes, and, as a consagjuen
degrade the performance of multi-microphone noise reduction.
Since clock synchronization is an important aspect for signal 2. PROBLEM STATEMENT AND NOTATION
processing in wireless sensor networks (WSNs), several algorithms
addressing this issue (not specifically for speech enhancement) ha@ensider a WASN comprisinV nodes randomly distributed in a
been presented [5, 6, 7, 8, 9, 10]. However, most studies on beameisy environment, where each node is driven by it's own proces-
forming/speech enhancement in WASNSs neglect the clock synchreor with an internal clock and contains one microphone. .ét)
nization problem and simply assume the clocks to be synchronizedenote a continuous-time signal observed at nodessuming that
Studies on the required precision and the applicability of such althe signaly;(¢) consists of a target source signal(n) degraded
gorithms in terms of data transmissions and robustness in practichy additive noisev;(n), a common data model @f (¢) is given by
scenarios is generally lacking. In this paper we therefore present; (¢t) = x;(t) + v:(t). The challenge for noise reduction algorithms
an in-depth comparison of several clock synchronization algorithmss to estimate the target signal from the noisy observations. With a
for distributed speech enhancement. The consequence of an unsyienventional microphone array, the speech signal can be estimated
chronized clock is a clock skew and a clock offset. To focus thisusing beamforming methods, such as the DSB or the MVDR beam-
paper, we will only consider the clock skew, which causes signaformer, since all microphones have the same clock and sampling
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rate. However, in a WASN, each node is equipped with an indepen- 012

dent clock oscillator. Clock differences are therefore inevitable. Let L A A
t; denote the local clock reading at nodgiven by _ 008

ti = ait + i, @ g

0.04 |
wheret is the global time or the local time of a reference nageis 002} e
the clock skew and; is the clock offset. We assume the clock offset | e 25072; 008 e
parameter to be known and we concentrate on the clock skew. The Time frame
clock modelt; in (1) can then be simplified to Fig. 1. The distortion S(f, m)| versus time frames
ti = Ckit. (2)

Without loss of generality, we assume that the first node is the refethe clean signal will undergo after processing by the beamformer.
ence node (i.et; = t). Based on the time model in (2), the sampling In @ free-field without damping (i.eld:| = 1), we then have

rate at node is given by f,, = i f,, wheref; is the sampling rate g — [p—iw "t fo o=iw 3 fs " andd — eI E s gmiwE s ’
at a reference node (i.ef;, = fs,). Lety;[n] denote the discrete-
time observed signal at time-sampling index The discrete-time
signaly;[n] can be obtained by sampling the continuous-time signa
i(t) attime -, i.e.,
vi(t) fs; Q(w) = cos (wéi(l _ OéQ)fs) ejw%(lfaz)fs. (5)
viln] = vi (n/fsi)7 t=n/fs,and —co <n < +oo. (3) ¢

wherel; is the distance from the source to tile node, and = 340
[n/s is the speed of sound. Thep(w) can be expressed as

. - . . - otice that damping can easily be included, but is left out here for
Equation (3) indicates that different sampling rates cause drift Oglarity of presentation. Equation (5) shows th@tw)| is periodic

time difference between the observed digital signals. This problen]

can be solved by synchronizing samoling rates of all nodes whicﬁs a function of the clock skew. Ideally, for the case when there is
. y Sy 7INg ping ' no clock skew (i.e.q; = 1, V1), Q(w) = 1. Obviously, when there
can be realized by synchronizing clock skews of all nodes.

is clock skew|Q(w)| deviates from 1 and distortions are introduced

in the spatial directivity pattern. That is, the beamformer response in
3. ANALYSIS OF THE CLOCK SYNCHRONIZATION the target direction may be suppressed depending;on

PROBLEM FOR BEAMFORMING TECHNOLOGIES To further assess the distortions introduced in the estimated
) ) ) clean DFT coefficients, we investigate the output of the DSB when
In this section, we analyze the effect and importance of clock SYNapplied to the clean input only, i.el; = 0, ¥i. In this case, we
chronization on beamforming technologies. To facilitate a simpleset the clean target signal to a sinusoidal sigfa) = cos(2rut)
and clear insight into the problem, we use the DSB and a synthetigith , — 1250 Hz. Sampling this signal with the sampling fre-

signal. _ _ _ quency of nodel and node2 (i.e., fs;, = fs and fo, = asofs),
As beamforming algorithms are usually conducted in the shortyg54g tosi[n] = cos(2mv/f.) and safn] = cos(2r 2 n)
azfs

time discrete Fourier transform (DFT) domain, signals are Windowe(av

and transformed into the frequency domain by applying a DFT. LeTS

Yi(f,m), X;(f,m) andV;(f,m) denote the observed signal, the

desired signal and the noise DFT coefficient at frequency-bin inde

f and discrete-time frame index, respectively. The speech DFT ; : : :

coefficientX;(f, m) of the target source is given hy;(f,m) = the signal propagation over Ellitarrzdasand L2, [fipfft?’e'y’,we

di(f,m)S;(f,m), whered;(f,m) is the acoustic transfer function 96t X(f;m) = [S1(f,m)e 07, Sa(fym)e 7977, with

(ATF), and S;(f,m) is the clean signal at the target location, both ™* = hfs/candm =bfs,/c. _

with sampling ratef,. To estimate the clean signaf;(f,m) can Let S(f,m) denote the DSB output when applying the beam-

be stacked into a vector, sa§(f, m) = [Yi(f,m),..Yn(f,m)]”,  former to the clean signals only (i.e., ®(f,m)). When there

with []" the transposition of a vector or a matrix, followed by filter- 1S N0 clock skew, the output equals the clean sigidlf,m) =

ing with W (f,m) (i.e., $1(f,m) = WH(f,m)Y (f,m)). How- 5 (Sl(_f, r_n) + S2(f,m)). However, the DSB output under clock

ever, since all nodes have different sampling rates, the beamform&KeW is given by

performance will be degraded depending on the differences between 1 o

sampling rates. S$(fm) = 3 <Sl(f, m) + Sa(f, m)eﬂ”“l_”)b/C) . ®)
Consider a WASN with two nodes, each with one microphone.

The sampling-rate of nodeis fs, = fs = 16 kHz (i.e., the ref-  Two effects become apparent. What should be the average of the

erence node) and the sampling-rate of n@de a:f.. To assess DFT coefficientS(f, m) of two windowed sinusoids with similar

the performance of the DSB versas, we use the spatial directivity frequency and compensated delay such that they constructively add,

ith the two different frequencies and v/« respectively.& Let
1(f,m) and Sa2(f,m) denote the DFT of a windowed frame
of s1[n] and sz2[n], respectively. Stacking these DFT coeffi-
Lients in a vector, and including the delays and 7> due to

pattern@(w) of the DSB, that is becomes the sum of the DFT coefficients of two windowed sinusoids
~ 1 with a) two different frequencies, and b) a delay with respect to each
Qw) =dd (dH d) , (4)  other that is not correctly compensated.

As an example, Fig. 1 shows the vali f, m)| with and with-
with (-)¥ Hermitian transpositiond the ATF under sampling- out clock skew for a fixed frequency bjfi= 20 (chosen as the bin
rate mismatch, andl the ATF without sampling-rate mismatch. with center frequency closest to = 1250 ) across time frames.
If there is a sampling-rate mismatch add# d and Q(w) mea-  The blue dashed line shows the estimalt&(lf, m)| when there is
sure the amount of mismatch, which reflects the distortion thaho clock skew {1 = a2) and the red solid line shows for a fixed
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as = 1.0032. The distortion|S(f, m)| varies periodically across
time and the distortion i5( f, m) is upper and lower bounded.

The above analysis and simulations show that asynchronous
clocks in WASNSs can severely degrade the performance of beam-
formers. First, the delay compensationsdyre incorrect, leading
to an undesired beamformer response. Secondly, at nodes with oo TR
clock skewa; # 1, the signal gets translated to another frequency. ; ; ; © _BSIOE
Depending ony; this is audibly perceived as the sum of two speech o’ o o o
signals that are not aligneq with respect to _each other and have Fig. 2. The MSE versus number of transmissions.
different sampling frequencies. A solution is to perform clock

synchronization and/or sampling-rate offset compensation.

-100f

~150f i

MSE, (dB)

the MVDR beamformer in terms of instrumental speech quality and
4. COMMUNICATION COST ANALYSIS speech intelligibly metrics.
We simulate a WASN with five fully connected nodes, and con-
In this section, we make a communication cost analysis of the thresider a free-field scenario. Thus, the steering vedtisr determined
clock synchronization algorithms that we compare. These are thiey gain and delay values. The speech source consistSofsac-
JCS [6], the GbCS [7] and the BSrOE [8], which were briefly ex-onds speech signal samplediat kHz originating from the Timit
plained in the introduction. Although each algorithm has its own[13] database, and the noise source is a babble noise signal. All
requirements (e.g., the number of transmissions, the network topohodes in the WASN first synchronize their clocks using one of the
ogy, centralized or decentralized processing, etc.), they can all btaree algorithms, and then process the signals in the frequency do-
used to solve the sampling-rate synchronization problem in WASNgnain using a frame-based MVDR beamformer, with a frame length
albeit at different costs and requirements. of 32 ms and &0%-overlapping Hann window. The following pa-
For the analysis, we define one data transmission as the sendkmeters are used in the BSrOE. The Welch method is used with a
ing of a scalar value from one node to another. In both the JCS andFT size of F = 4096 and75% overlap. Each segment consists
the GbCS, clocks are synchronized by exchanging time informatiorgf L = 16000 samples and® = 32 segments witt50% overlap
which is a scalar value of the time-stamp. In a fully connected netare used to estimate the sampling-rate offset, which is bounded by
work with N nodes, the number of data transmissions of the JCS igmax = 800 ppm with ppm= 10¢. The frequency bins per seg-

given by ment fmax can be obtained afnax = m The clock skew of

Ty =2K(N —1), (1) the five nodes are set to= [1,1.0001, 1.0002, 1.0003, 1.0004]” .
since all NV — 1 pairs of neighboring nodes (each pair includes theAll simulations in this section are based on this scenario. _
reference node and one other node) communidatiémes with 2 To assess the estimation accuracy of the clock skew, we define
transmissions each time. the mean square error (MSE) between the estimated clock skews

The number of data transmissions of the GbCS algorithm is ~ &: Of all nodes and the reference clock skew as MSE =
+ >0 |6 — arer] . Furthermore, we use the segmental signal-to-

Ta = 4C, (8) noise ratio (SNRg [4] and the short-time objective intelligibility
measure (STOI) [14] to assess the speech quality and speech in-

with C' number of iterations. At each iteration, two neighboring telligibility of the MVDR beamformer, respectively. As reference
nodes communicate a time message and clock skew compensatisignal in STOIl and SNRy we use the clean signal sampled by
parameter. This means twice the transmission of two variables p¢he reference clock at the reference node. For notational conve-
iteration. nience, we denote the MVDR with perfect clock synchronization by

In the BSrOE, allN — 1 nodes (all nodes except the reference C-MVDR, the MVDR beamformer without clock synchronization
node) send the DFT coefficients of their observed signals to the reby E-MVDR, the MVDR beamformer with the JCS by J-MVDR,
erence node, which serves as the central processor. Thus, the dtite MVDR beamformer with the GbCS by G-MVDR, the MVDR
transmission of the BSrOE can be computed as beamformer with the BSrOE by B-MVDR.

Tg=(N-1)P 9 o . .
5= ) fma, ©) 5.1. Clock synchronization without measurement noise

where there are” segments of microphone signals afighx fre- \ye pegin with the assumption that there is no measurement noise

quency bins per segment. Notice that the required number of dag, the time-stamp in the JCS and GbCS, and the observed signal
transmissions of the JCS and the BSTOE given in (7) and (9), respefzeq in the BSTOE is a babble noise-only. This follows the ideal
tively, consider only a fully connected network. More data transmis—;..,mstances described in the original papers.

sions are required for clock synchronization when used in non-fully Figure 2 shows that all three algorithms can reach the same ac-

cpnnected networks as the time message informatior) or microPhO'?:%racy of clock synchronization in terms of Mg#ith enough data

signals need to be sent to the central processor using r_elay nOd‘f nsmissions. The estimation accuracy of the clock skew in the JCS

O_nly the data transmissions of the GbCS given in (8) is directly 8Pand GbCS is increased with increasing number of data transmissions.

plicable for randomly connected networks. Further, the BSrOE needs more data transmissions to reach a perfor-
mance similar to that of the JCS and GbCS.

5. EXPERIMENTAL STUDY Figure 3 shows the effect of clock synchronization on the

MVDR beamformer. In Fig. 3(a), we see that the SNRf the

In this section, we study the performance of the three clock synchrd=-MVDR output is even lower than those of the input noisy signal

nization algorithms and evaluate their effect on the performance dbr global input SNRs larger thahdB. In Fig. 3(b), it can be seen
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Fig. 3. (a) The SNReg of nodel versus the global input SNR. (b)
The STOI of nodd versus the global input SNR.

Fig. 5. (a) The SNRegof nodel versus the noise variance. (b) The
STOI of nodel versus the noise variance.
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-150
tion, the results show that the M$Bf the JCS increases slower
than those of the GbCS. This is reasonable, since the time model in
the JCS can take measurement noise of time-stamps into account,
and the clock parameters in the JCS are estimated by minimizing the
least squares norm of the measurement noise of time-stamps, while
the time model in the GbCS assumes that there is no measurement
] noise on the time-stamps. The JCS shows a better estimation ac-

-200

b= =250

MSE_ (dB)

-300 7

-122.6

-122.8F

.- | curacy of the clock skew than the gossip based algorithm. In Fig.

-123f e

5’%_1232, | 4(b), the MSE of the BSrOE is slightly increased with increasing
8 il k 1 global input SNR, which indicates that the effect of the SNR of the
1230 = i . - el observed signal on the estimation accuracy of the BSrOE in terms of
Input SNR MSE is small, around dB in this SNR range.
Fig. 4. (a) The MSE versus the noise variance on time stamp infor- 10 illustrate the performance of the MVDR beamformer in the
mation. (b) The MSE versus the global input SNR. situation with measurement noise on the time-stamp, we investigate

the SNReg and the STOI of the MVDR output of reference node
1 versus the normalized noise variance. The global input SNR of

that the STOI values of the E-MVDR output are smaller than thosd€ signal at nodéd is —2.5 dB. In Figs. 5(a) and 5(b), both the

of the noisy input signal. This indicates that the predicted speec®NRseg and the STOI of the J-MVDR and the G-MVDR are de-
quality and intelligibility of the MVDR is severely degraded without ¢réased with increasing noise variance on the time stamps. Although
clock synchronization. Note that to obtain absolute intelligibility the B-MVDR uses the noisy speech signal for clock synchroniza-
scores, the STOI output needs to be mapped using for exampleti@n. it reaches the same performance as the C-MVDR, since the
logistic function. Moreover, these results also indicate that nois&-MVDR is a signal-based algorithm, not sensitive for time-stamp
reduction performance of the MVDR with clock synchronization N0ise. The performance of the J-MVDR decreases slower than that
(i.e., -MVDR, G-MVDR and B-MVDR) can reach the same per- of the G-MVDR. This is consistent with the simulation results in

formance as the C-MVDR, where clocks of all microphones are 9. 4. Moreover, for small noise variances, the J-MVDR reaches
perfectly synchronized with the reference clock. the same performance as the C-MVDR, while this is at a much lower

transmission cost than the B-MVDR.
5.2. Clock synchronization with noisy parameters

Next, we investigate the performance of the clock synchronization 6. CONCLUSIONS
algorithms in a realistic setup where the measurements are subject
to imperfections. For the JCS and GbCS, this means that we add this paper, we first analyzed effects of clock synchronization on
white Gaussian noise to the time-stamps with a variance that is nothe DSB with a synthetic signal. Then, we analyzed communication
malized by the precision of the internal clock. The system clock incost of three different clock synchronization algorithms. From this,
modern PCs runs &6 MHz. The minimum difference between two it follows that the BSrOE requires a significantly larger amount of
time stamps is thus/(66 x (10%)). The variance on the measure- transmissions than the JCS and the GbCS approaches due to the fact
ment noise is then given i x 10° x o, with o2 the variance of the  that it is signal based. To which extent this high data-transmissions
white Gaussian noise process. Since the performance of the JCS asda problem for distributed signal processing, depends on the pro-
GbCS depends on the number of transmissions, we use for both algeessing in the subsequent steps. The experimental study has shown
rithms the same amount df)0 data transmissions. For the BSrOE that the accuracy of clock synchronization of the three algorithms
we use a noisy speech signal instead of the pure noise. The noigy sufficient for the MVDR beamformer under ideal circumstances.
signal consists of a speech signal degraded by additive babble noibe scenarios with measurement uncertainty or noise, the output of
at several input SNRs. Note that the BSrOE requires much morthe MVDR with the JCS and the GbCS degrades, but the MVDR
data transmissions than the other two reference algorithms, namelyith the BSrOE reaches the same performance as the centralized
20480. MVDR beamformer. For small amounts of measurement noise, the
In Fig. 4(a), the MSE for both the JCS and the GbCS is seen JCS gives similar performance as the BSrOE, but, at a significantly
to increase with increasing measurement-noise variance. In addbwer amount of data transmissions.
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