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ABSTRACT
We propose a novel method for analyzing acoustic scenes that can
sophisticatedly estimate acoustic scenes from an acoustic event se-
quence with intermittent missing events. On the basis of the idea that
acoustic events are temporally correlated, we model the transition
of acoustic events using a hidden Markov model (HMM) and esti-
mate missing acoustic events. Then, we incorporate the transition of
acoustic events in a generative process of acoustic event sequence
associated with the acoustic scenes based on acoustic topic model
(ATM). Since the proposed method allows us to analyze acous-
tic scenes from acoustic event sequences while estimating missing
acoustic events, we can estimate acoustic scenes successfully and
restore missing acoustic events. Evaluation results indicate that
the proposed method achieves an estimation accuracy for acoustic
scenes comparable to that obtained when there is no missing data.
Additionally, the proposed model can estimate acoustic events that
are strongly correlated with acoustic scenes in an acoustic event
sequence.

Index Terms— Acoustic event detection (AED), Acoustic scene
analysis, Missing data, Hidden Markov model (HMM)

1. INTRODUCTION
In recent years, the amount of media data such as sound and video
has increased rapidly, and the realization of advanced media tagging,
media summarizing, surveillance, and the monitoring of elderly peo-
ple through the use of media data has attracted increasing attention.
Acoustic event detection (AED) is an important technique for these
applications, which extracts acoustic event information (e.g., envi-
ronmental sounds, voice, music) or acoustic scene information (e.g.,
place, time, user activities) from acoustic signals, and considerable
interest in AED has been expressed recently [1–6].

To analyze acoustic scenes from sounds, some methods focus
on the fact that many acoustic scenes are characterized not by a sin-
gle acoustic event but by a combination of multiple acoustic events
[7, 8]; for instance, the acoustic scene “cooking” can be considered
as a combination of acoustic events including “cutting with a knife,”
“heating a skillet,” and “running water.” Thus these methods model
the abstract and complex phenomena of acoustic scenes by combin-
ing the characteristics of simple acoustic events. Focusing on the
fact that when representing acoustic scenes using a combination of
acoustic events, each acoustic scene has the sparsity in the acoustic
event feature space, Lee et al. [9] proposed an efficient and effective
acoustic scene modeling method that uses the low-rank approxima-
tion of an acoustic event feature space. However, this method is sub-
ject to overfitting of the input data in cases where the acoustic scenes
are analyzed using a small dataset. To efficiently model the such
complex phenomena of acoustic scenes with higher generalization
performance, Kim et al. [10, 11] and Imoto et al. [12, 13] proposed

generative probabilistic models of acoustic event sequences (con-
sisting of multiple acoustic events) associated with acoustic scenes;
these models are called acoustic topic models (ATMs). In ATMs, by
introducing prior distributions of the parameters of acoustic events
and scenes, overfitting input data can be avoided and ATMs can
achieve generalization ability.

On the other hand, a large amount of multimedia data is now
recorded by the general public, and it often has intermittent missing
parts caused by wind noise, saturation of the sound pressure level,
packet loss in data transmission, or the observation of a unknown
acoustic events or those irrelevant to the acoustic scene. However,
since a conventional ATM cannot take into account these missing
acoustic events, it must exclude them, inevitable leading to perfor-
mance degradation in the analysis of acoustic scenes.

To address this problem, we propose a novel method for estimat-
ing missing acoustic events and jointly analyzing acoustic scenes. In
the proposed method, we focus on the temporal transition of acoustic
events and estimate missing acoustic events from the temporally sur-
rounding acoustic events based on a hidden Markov model (HMM)
[14]. Then, we combine a conventional ATM and the HMM to ana-
lyze the transition of acoustic events and model the entire generative
process of acoustic event sequences. Using this model, we can ana-
lyze acoustic scenes using not only observed acoustic events but also
restored missing events, and we can also expect an improvement in
the performance of acoustic scene analysis.

The rest of this paper is structured as follows. In Section 2, we
introduce the ideas in the proposed model and formulate the model.
In Section 3, we describe the parameter estimation method employed
in the proposed model. In Section 4, we present and discuss experi-
mental results and Section 5 concludes this paper.

2. ACOUSTIC TOPIC MODEL CONSIDERING
TEMPORAL TRANSITION OF ACOUSTIC EVENTS

Considering that each sound recording consists of some acoustic
scenes and that the generative probabilities of acoustic events vary
according to the acoustic scenes, we can assume a generative model
of an acoustic event sequence associated with sound clips and acous-
tic scenes. In a conventional ATM [10], it is assumed that sound
recordings can be modeled as a discrete probability distribution of
acoustic scenes and that acoustic scenes can also be modeled as a
distribution of acoustic events. The whole generative process of the
ATM can be written as

1. Iterate # acoustic topics
Choose ϕt ∼ Dirichlet(β)

Iterate # acoustic event sequences
2. Choose θs ∼ Dirichlet(α)
Iterate # events in each acoustic event sequence

3. Choose zi | θs ∼ Discrete(θs)
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Fig. 1. Graphical model representation of acoustic event HMM-
ATM

4. Choose ei | ϕzi
, zi ∼ Discrete(ϕzi

).

The definition of each symbol is shown in Table 1. In this model, the
latent variable zi used to capture the latent structure in the acoustic
scene (called the acoustic topic) is introduced, and then the rela-
tions between acoustic scenes and combinations of acoustic events
are modeled via acoustic topics.

In a conventional ATM, since the missing acoustic events are not
considered, missing acoustic events must be excluded before analyz-
ing acoustic scenes. Moreover, since a conventional ATM assumes
sparsity in terms of the type and number of acoustic events in each
scene and represents acoustic topics using a small numbers of di-
mensions, missing acoustic events lead to a significant loss of infor-
mation for analyzing acoustic scenes, and consequently, significant
degradation of the performance of acoustic scene analysis.

To solve this problem, we focus on the fact that successive
acoustic events in a short range are strongly associated, and there-
fore, each acoustic event can be estimated using surrounding events.
Considering that the transition of acoustic events in a short range
can be modeled using an HMM based on a simple Markov process,
we can model a generative process of acoustic event sequences that
is associated not only with sound clips/acoustic scenes but also with
transition probabilities of acoustic events, as shown in Fig. 1, and
the following generative process:

1. Iterate # acoustic topics
Choose ϕt ∼ Dirichlet(β)

2. Iterate # types of acoustic events
Choose πm ∼ Dirichlet(γ)

Iterate # acoustic event sequences
3. Choose θs ∼ Dirichlet(α)

Iterate # events in each acoustic event sequence
4. Choose zi | θs ∼ Discrete(θs)

5. Choose ei | ϕzi
, zi, πei−1 ∼ Discrete(ϕzi

),
Discrete(πei−1)

where the proposed model represents missing acoustic events as
latent variables, similar to acoustic topics. We call this genera-
tive model the “acoustic event HMM-ATM”. In the acoustic event
HMM-ATM, the generation of each acoustic event is based on the
product of an acoustic event distribution ϕzi=t associated with an
acoustic topic t and an acoustic event transition probability πei=m,
both of which have Dirichlet priors. The remainder of the generative
process is similar to that of a conventional ATM.

Table 1. Definition of symbols in generative probability model

Symbol Definition

S # acoustic event sequences (sound recordings)
T # classes of acoustic topics
M # classes of acoustic events
Nes # acoustic events in acoustic event sequence es

t Class index of acoustic topic
m Class index of acoustic event
i Order index of acoustic event in each acoustic

event sequence

S Acoustic event sequence set
z Acoustic topics (latent variables)
es sth acoustic event sequence
ẽs Missing acoustic event class in es

θs Acoustic topic distribution of es

θst Occurrence probability of acoustic topic t in es

ϕt Acoustic event distribution of acoustic topic t

ϕt
m Occurrence probability of acoustic event m

in acoustic topic t
πm transition probabilistic distribution of acoustic

event for acoustic event m
πm−

m+ , π
ei−1
ei Transition probability of acoustic event from m−

to m+

α, β, γ Hyperparameter for Dirichlet distribution

ns
t , n

t
m, nm−

m+ # acoustic event assigned to acoustic topic t
in es, et cetera

ns
· , n

t
· , n

m−
· # acoustic event in es, et cetera

\s, i Exclude ith acoustic event in es

D(·) Dirichlet distribution
Γ(·) Gamma distribution

Additionally, the generative probability of all acoustic event se-
quences S in a dataset can be represented as follows:

p(S) =
S∏

s=1

Nes∏
i=1

p(ei|θs,ϕt,πm;α, β, γ, ẽs)

=
S∏

s=1

Nes∏
i=1

T∑
t=1

∑
ẽs

D(θs;α)D(ϕt;β)D(πm; γ)

·p(zi |θs)p(ei |ϕt ,πm , zi , ẽs)

=

Nes∏
i=1

S∏
s=1

Γ(Tα)

Γ(α)T

T∏
t=1

(θst )
α−1+ns

t ·
T∏

t=1

Γ(Mβ)

Γ(β)M

M∏
m=1

(ϕt
m)β−1+nt

m

·
M∏

m−=1

Γ(Mγ)

Γ(γ)M

M∏
m+=1

(πm−

m+ )γ−1+nm−
m+ (1)

To estimate missing acoustic events and topics from acoustic event
sequences, it is necessary to infer model parameters that maximize
their posterior distributions for given acoustic event sequences.

3. PARAMETER INFERENCE
FOR ACOUSTIC EVENT HMM-ATM

Bayesian inference allows us to estimate the posterior distribution
of model parameters in the acoustic event HMM-ATM, and in this
paper we introduces an estimation method for the model parameters
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based on collapsed Gibbs sampling (CGS) [15,16]. This method iter-
atively samples and updates the latent variables for missing acoustic
events and topics in accordance with a conditional posterior distribu-
tion for all acoustic events in given acoustic event sequences, which
is not involving the updated acoustic events and topics. The sam-
pling is repeated until the iterative update converges and then the
posterior distributions of the acoustic topic, event, and event transi-
tion θ,ϕ and π, respectively, are estimated from the inferred latent
variables. In the acoustic event HMM-ATM, since the posterior dis-
tribution depends on whether or not an acoustic event is missing, we
must apply a different update to each case. We discuss the update
for each case in detail below.

3.1. Update of latent variables for case of no missing event
When no acoustic events are missing, we only have to sample
each acoustic topic in each update. In this case, the update for
the ith acoustic topic in es is given as the posterior distribution
p(zs,i|z\s,i, e) of the ith acoustic topic given the assignments of all
acoustic events and acoustic topics except for the ith acoustic event
and topic. Since this update is the same as that in a conventional
ATM [10], we simply give the formula for p(zs,i|z\s,i, e) without
its derivation.

p(zs,i|z\s,i,e) ∝
nt
(\s,i),m + β

nt
(\s,i),· +Mβ

· (ns
(\s,i),t + α) (2)

3.2. Update of latent variables for case of missing event
When an acoustic event is missing, we must sample the missing
acoustic event and acoustic topic in each update. In this case, the
update for the ith acoustic event and topic in es is given as the pos-
terior distribution p(zs,i, es,i|z\s,i, e\s,i) of the ith acoustic event
and topic given the assignments of all acoustic events and acous-
tic topics except for the ith acoustic event and topic. Representing
p(zs,i, es,i|z\s,i,e\s,i) as the components separately related to θ,
ϕ, and π, the posterior distribution can be written as

p(es,i, zs,i|e\s,i, z\s,i)

= p(zs,i|e\s,i, z\s,i, es,i)p(es,i|e\s,i,z\s,i)

=
p(e|z)p(z)

p(e|z\s,i)p(z\s,i)
· p(es,i|e\s,i, z\s,i)

=
p(e|z)p(z)

p(es,i|z\s,i)p(e\s,i|z\s,i)p(z\s,i)
· p(es,i|e\s,i, z\s,i). (3)

where, considering that es,i is independent of z\s,i, we can represent
p(es,i |z\s,i ) as p(es,i) and p(es,i |e\s,i,z\s,i ) as p(es,i |e\s,i ).
Moreover, since p(es,i) is independent of p(zs,i|z\s,i,e), we can
consider that p(es,i) is constant. As above, we can express the pos-
terior p(zs,i, es,i|z\s,i, e\s,i) as the product of the contributions of
the distributions p(e|z), p(z), and p(e).

p(es,i, zs,i|e\s,i,z\s,i)∝
p(e|z)p(z)

p(e\s,i|z\s,i)p(z\s,i)
· p(es,i|e\s,i)

=
p(e|z)p(z)

p(e\s,i|z\s,i)p(z\s,i)
·
p(e\s,i|ei)p(es,i)

p(e\s,i)

=
p(e|z)

p(e\s,i|z\s,i)
· p(z)

p(z\s,i)
· p(e)

p(e\s,i)
(4)

p(e|z)
p(e\s,i|z\s,i)

· p(z)
p(z\s,i)

in Eq. (4) corresponds to the posterior dis-
tribution of the acoustic topic in the case outlined Section 3.1, and
therefore, each part of this product can be written as follows:

p(e|z)
p(e\s,i|z\s,i)

=
nt
(\s,i),m + β

nt
(\s,i),· +Mβ

, (5)

p(z)

p(z\s,i)
=

ns
(\s,i),t + α

ns
(\s,i),· + Tα

. (6)

Then, p(e)
p(e\s,i)

can be similarly obtained as

p(e)

p(e\s,i)
=

n
es,i−1

(\s,i),es,i
+γ

n
es,i−1

(\s,i),· +Mγ

·
n
es,i
(\s,i),es,i+1

+ δ(es,i−1 = es,i)· δ(es,i = es,i+1) + γ

n
es,i
(\s,i),· + δ(es,i−1 = es,i) +Mγ

, (7)

where n
es,i−1

(\s,i),es,i
is the number of acoustic events in the transition

from acoustic event es,i−1 to acoustic event es,i in all acoustic events
except for transitions es,i−1 → es,i and es,i → es,i+1. δ(es,i−1 =
es,i) is the Kronecker delta function, which is 1 if es,i−1 = es,i,
and 0 otherwise. Finally, substituting Eqs. (5)–(7) into Eq. (4), the
update for the missing case can be obtained as

p(es,i, zs,i|e\s,i, z\s,i) ∝ (ns
(\s,i),t + α) ·

nt
(\s,i),m + β

nt
(\s,i),· +Mβ

·
(n

es,i−1

(\s,i),es,i
+γ)·

{
n
es,i
(\s,i),es,i+1

+δ(es,i−1=es,i)·δ(es,i=es,i+1)+γ
}

n
es,i
(\s,i),·+δ(es,i−1=es,i)+Mγ

.

(8)

3.3. Posterior distribution of parameters

Given the updates for the acoustic event HMM-ATM, the posterior
distributions of parameters of the generative distributions can be esti-
mated through the assignment of sufficiently updated latent variables
sampled using Eqs. (2) and (8). In practice, the parameters of the
generative distributions can be approximated as the following means
of the distributions of multiple samples:

θ
s
t =

1

NG

NG∑
j=1

{ ∑
Nes

ẑs,i,t,j + α∑
Nes

∑
t ẑs,i,t,j + Tα

}
, (9)

ϕ
t

m =
1

NG

NG∑
j=1

{ ∑
s

∑
Nes

ẑs,i,t,j ês,i,m,j + β∑
s

∑
Nes

∑
m ẑs,i,t,j ês,i,m,j +Mβ

}
, (10)

πm−

m+ =
1

NG

NG∑
j=1

{ ∑
s

∑
Nes

ês,i,m−,j ·ês,i+1,m+,j+γ∑
s

∑
Nes

∑
m+ ês,i,m−,j ·ês,i+1,m+,j+Mγ

}
, (11)

where NG is the number of samplings and ẑs,i,t,j and ês,i,t,j are the
sampled acoustic topic and event in the jth sampling, respectively,
which are given a value of 1 if the acoustic topic or event index is t
or m, and value of 0 otherwise.
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Table 2. Experimental conditions

Sampling rate / quantization 16 kHz / 16 bits
Frame size 512
Acoustical feature 12-dimensional MFCCs
Acoustic event size 8 - 512
Acoustic topic size 20
Hyperparameter α / β 3.33 / 0.1
Hyperparameter γ 0.5
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Fig. 2. Acoustic scene classification and acoustic event estimation
system

4. EVALUATION

4.1. Experimental conditions

We evaluated the performance of the acoustic event HMM-ATM
by using a real environmental sound dataset recorded in a house.
The dataset contains 11,105 sounds that involve nine categories of
acoustic scenes: “chatting,” “cooking,” “eating dinner,” “operating
a PC,” “reading a newspaper,” “vacuuming,” “walking,” “washing
dishes,” and “watching TV.” These sounds are separated into 9,802
sounds for use as learning model parameters for each acoustic scene
and 1,303 sounds for evaluation, then we arbitrarily create missing
parts in only the test data.

To evaluate the performance of acoustic scene analysis and
acoustic event estimation, we calculated the estimation accuracy of
acoustic scenes and events using the acoustic scene classification
and event estimation system shown in Fig. 2. The evaluation sys-
tem first calculates acoustic feature vectors of input acoustic signals
frame by frame and models acoustic events by Gaussian mixture
model (GMM) clustering. For our evaluation, we define each Gaus-
sian component modeled by the GMM as a single acoustic event.
After recognizing acoustic events, we create missing parts in the
acoustic event sequences, and then, we input them to the acoustic
event HMM-ATM and estimate latent variables and parameters of
generative distributions. In practical use, however, we must detect
missing acoustic events by applying a clipping detection system or
wind noise detection system [17] to acoustic signals. In this experi-
ment, we artificially create acoustic event sequences in which every
second (50%) acoustic event is missing, and this rate of missing
events can be regarded as being higher than that expected in practi-
cal use. Since the parameters θs for the acoustic topic distribution
are similar if acoustic event sequences are generated from the same
acoustic scene, we can estimate acoustic scenes by comparing θs

for learning data and θ∗
s for evaluation data. In our evaluation, we

compare the similarity of θs and θ∗
s by using the multiclass support

vector machine (SVM) based on the radial basis function (RBF)
kernel [18,19]. The other experimental conditions are listed in Table
2.
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Fig. 3. Classification accuracy of acoustic scene and estimation ac-
curacy of missing acoustic events

4.2. Experimental results

The average estimation accuracy in nine acoustic scenes and the esti-
mation accuracy of missing acoustic events are shown in Fig. 3. For
comparison with the proposed model, Fig. 3 also shows the results
for a conventional ATM. This figure shows that while the result of the
conventional ATM with 50% missing data decreases considerably
(19.5%) compared with the result with all the original data (72.4%),
the acoustic event HMM-ATM achieves an estimation accuracy of
67.2%, which is close to the result obtained using the conventional
ATM with all the original data (72.4%). These results indicate that
while the conventional ATM structure may collapse when 50% of
acoustic event are missing, the acoustic event HMM-ATM can re-
construct the structure and estimate acoustic scenes with reasonable
accuracy.

The accuracy of acoustic event estimation is 76.3% when we use
a small number of types of acoustic events (8 types); however, the es-
timation accuracy obtained using 512 types of acoustic events is less
than 20%. On the other hand, even when we use a large number of
types of acoustic events, the estimation accuracy of acoustic scenes
using the proposed model does not decrease. This suggests that even
if missing acoustic events are not estimated correctly, the proposed
model can estimate acoustic events that are strongly correlated with
the acoustic scene in the acoustic event sequence.

5. CONCLUSION

To estimate acoustic scenes and missing acoustic events, we pro-
posed a novel acoustic topic model (ATM) that considers the gener-
ative process of an acoustic event sequence including the temporal
transition of acoustic events. In the proposed model, the temporal
transition of acoustic events is modeled by an HMM and is incorpo-
rated into a conventional ATM. Moreover, we introduced a parame-
ter estimation method for the proposed method based on collapsed
Gibbs sampling. Evaluation results for the model performance in-
dicate that the proposed method achieves an estimation accuracy of
acoustic scenes comparable to that obtained when there is no missing
data. Additionally, the proposed model can estimate acoustic events
that are strongly correlated with acoustic scenes in an acoustic event
sequence.
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