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ABSTRACT is based on the MWF, and methods using principal componeit an

. . . . . ysis (PCA) [3,11, 12]. An extensive comparison of the MWF and
A method for decomposing audio signals into direct signalé a pca approaches, a generic linear estimation frameworkeemhs
ambient signals is described that can be applied to sounti o adjusting the performance with respect to various diisto mea-
production and reproduction. The proposed method is basesl 0 gyres have been recently presented in [13]. In this work, xtene
parametric multichannel Wiener filter (MWF) that enablesaai¢-  this idea and propose to achieve such adjustment signahdepty.
off between the attenuation of the interfering signal areldistor- 14 this end. we present a method based on the parametric MWF
tion of the desired signal. We show that the MWF leads to distas (PMWF), show potential distortions of the spatial cues @ tut-

of the spatial cues of the ambient output signal, namely-cit@nnel put ambient signal introduced by the MWF, and propose a mieans

correlation and inter-channel level difference. Our psBEbSOIU-  |imiting these distortions to be below psychoacousticghaids.

tion is to control the trgde-pff pa.lrameter.of the. parameiF to The paper is organized as follows: in Sec. 2 the problem of DAD

ensure that these spatial distortions are inaudible. is formulated, Sec. 3 describes the PMWF for DAD, Sec. 4 intro
Index Terms— direct-ambient decomposition, parametric duces the control of the PMWF using psychoacoustic paras)éte

Wiener filter Sec. 5 the proposed method is evaluated, and in Sec. 6 thkieonc

sions are given.

1. INTRODUCTION
2. PROBLEM FORMULATION
Audio signals can be modeled as mixtures of direct soundsamd
bient sounds. Direct sounds commonly lead to coherent lsigna The signal model is represented in the time-frequency dombere
whereas ambient sounds (like room reverberation, applaubab- . denotes the time index ard denotes the subband index. The
ble noise) lead to signals that are at least partially incefite The  4-th input signal is denoted by; (m, k) and consists of an additive
separation of direct and ambient signals can be applied bipuiate  mixture of a direct signab; (m, k) and an ambient signal; (m, k),
the amount of reverberation in an audio recording and foridimg,  which are both are assumed to be Gaussian random variaktkes wi
i.e., for creating an output signal given an input signahvigwer  zero mean. An input signal with 2 channels can then be writgen
channels. The ambient signals can be used for producingexfor
ample, surround signals that are fed into the rear loudgpsak a y=d+a, (1)
surround sound setup. The process of separating directrabigiat
signals can be accomplished using a direct-ambient decgitigo  with y = [v; y2]T, d=[D; D2]T, anda = [A; A2]T_
(DAD) method. The objective of the DAD is to estimate anda, which in the
Various DAD methods have been proposed using spectrgbllowing are obtained using

weighting that are based on i) the inter-channel corretafl€C)
[1,2], and ii) estimates of the ambience power [3]. A method f
extracting the uncorrelated signals using an adaptive &ltprithm
for predicting the direct signal component and obtainirg dmbi-
ence as the residual signal is described in [4]. For the pgicg
of multichannel signals, a method based on estimates ofdvemp
spectral density (PSD) of the ambient signal using a twawchh
downmix and Wiener filtering of the input signal [5] and a neeth
using pairwise correlations [6] have been proposed. Apgres for
the processing of single-channel signals are based on egatine
matrix factorization [7], spectral weighting using feawaxtraction

[« )

Hpy, )
= Hly, ®)

>

where () denotes the conjugate transpose operaiidp, is the
filter matrix to estimatel, andH 4 is the filter matrix to estimate.
The filter matrices are computed from estimates of the PSbiceat
for y, d anda given by ®, = E{yy™}, &4 = E{dd”}, and
&, = E{aa’}, whereE{-} is the expectation operator.

As in [10, 13], we assume that

and supervisc_ed learning [8], or on the estimat_ion of the ritadea 1. D; andA; are uncorrelatetti, j,
transfer function of the reverberant system which has geeérthe
ambient signal [9]. 2. A; and A, are uncorrelated,
Other approaches compute output signals as linear contisat 3. The ambience power is equal in all channels,

of the input channels, e.g. the method proposed by FallgrtfEd
4. D; andD- are correlated and time aligned.

*A joint institution of the Friedrich-Alexander-UnivergitErlangen-
Nirnberg (FAU) and Fraunhofer IS, Germany. 1For brevity, the time and subband indices are omitted whesipte.
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Consequently, the PSDs of the audio signals and ambierdglsigan ~ 3.2. Estimation of the direct signals

be expressed as . . . —
In a similar way as for the ambient signals, we can obtain image

P, = By + P, 4 of the direct signalsd, and provide a trade-off between the reduc-
B = pal ©) tion of the ambient signals and the distortion of the diréghals.
a=9ab Therefore, we define the cost function

wherel is the identity matrix. " "

We aim at ambient output signals with similar spatial cuethas Jp(B) =tr {5 Efrary } + E{qaqq }} ; (14)
ambient input signals. In particular, we focus on the imfeannel
level difference (ICLD) and ICC of the ambient output sigttet ~ whereqy = [I— HD]H d is the distortion of the direct signals,
are respectively given by r. = HZa are the residual ambient signals, ahds > 0) is the
trade-off parameter. The solution is given by

alCLD = ¢4 4, E;Az , (6) )
_ H = [®a+ P  Pg. 15
alCC= ¢A1A2(¢A1A1¢A2A2) 1/2 7 (7) D(B) [ d /B ] d ( )
H Using (11) and (15), we can easily verify that
whereg ; ;- refers to elements of the PSD matibg = E{aa" }.
To measure the separation performance for the estimateteamb Hp(B8) +Ha(B) =1, (16)
signals, we define the output direct-to-ambient ratio (DAIRJt is .
obtained using the filter matrid 4: suchthad + a =1y.
. Thei-th column of the filter matrix can be written as
tr{HY®,4HA}
DAR= —————— 8 _
a TUEN S ® hpi(8) = [®a+ 58] aui, (7)
where t{-} is the trace operator. whereu; = [10] anduz = [01] and can be used to estimate the

direct signal of the-th channel. This filter is similar to the PMWF
used for speech enhancement.

Assuming that at most one direct sound source is activerper ti
frequency instant, such that the rankdaf can be assumed to be one,
we can use the matrix inversion lemma to write (15) as
A minimum mean squared error (MMSE) estimate of the ambient
signals,a, can be obtained by finding a filter matidX,4 that mini-

3. DIRECT AND AMBIENT SIGNAL EXTRACTION

3.1. Estimation of the ambient signals

'y 2P, -1

- H = = 18
mizes p(8) B+ B+X (18)
_ S e H H where) is the multichannel direct-to-ambient ratio (DAR)

s = {fa-mty[} ~u{p{rat} + £{aat}}. 1
9) A=tr{®, D,} —2. (29)

whereq, = [I — Ha]"” ais the distortion of the ambient signals, o _ _ _ ]
andry = HY d are the residual direct signals. Clearly, the attenua-  Instead of estimating the ambient signals directly, we cest fi
tion of the direct signals comes at the expense of distottiegam- ~ estimate the direct signals using (18) and then use (1) tqoaten
bient signals. In this work, we like to control the trade-bétween  the ambient signals. The main advantage of this procedutigeis
the amount of direct signal reduction and ambient signabdisn. ~ reduced computational load when inverting the diagonatimat.

Therefore, we introduce a trade-off parametd3 > 0) in (9), i.e.,  instead of the full rank matrif®q + 3 ®a.

Ja(B) =tr {E {rdrﬁ’} +BE {qaqf}} : (10) 4. CONTROL OF THE TRADE-OFF PARAMETER

By equating the derivative of 4 (3) with respect td1%{ to zero,we ~ 4.1. Rationale

find the PMWF matrix The derived filters (11) and (15) are equivalent to the MWHFduge
Ha(B) = [®a + ﬂéa]71 B ®.. (11) [10] for g = 1. Figure 1 illustrates the alCLD and alCC as function
of the ICLD of the direct input signal (denoted by iICLD) antl o
Given the assumption that lead to (4) and (5) it is known fromthe DAR of the input signal (denoted by iDAR). It is apparemitt

[3,10] that an estimate @f4 can be obtained using when iDAR is large, the output signals are panned to the dfpos
. direction of the input signals (upper plot) and have negalC of
ha= = (tr{p. ) — — 2 1 4R 2) large magnitude (lower plot), which is in contrast to theaidease
o4 =3 ( {@y} = Vrin —dvame) eldriva} ) according to our model assumptions (alCLD = 0 dB, alCC = 0).
(12) Figure 2 illustrates the spatial cues (alCLD and alCC) olet@i

for an iDAR of 12 dB as function of iICLD ang. It is apparent
that increasing the trade-off parameter to glg= 7 improves the
spatial cues such that alCLD approaches 0 dB and alCC ap@®ac
&, (m) =ady,(m—1)+ (1 —a)y(m)y” (m), (13) 0. Since the ideal case can not be achieved in all cases orscatme
the cost of high residual direct power, our rationale is totoa the
wherea (0 < a < 1) is the forgetting factor that relates to the trade-off parameter such that the absolute values of biEh and
integration time. alCC, are below perceptually motivated thresholds.

The PSD matrix of the input signal&®,,, can be estimated using
recursive averaging
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Fig. 1. alCLD (upper plot) and alCC (lower plot) fgt = 1.

4.2. Psychoacoustic thresholds

The proposed psychoacoustic thresholds are based ofjushe
noticeable level variation(JNLV) for the alCLD and thejust-
noticeable difference of interaural correlatio@JNDIC) for the
alCC.

Research on the JNLV using amplitude-modulated stimuli in-

dicates that the JNLV largely depends on the stimulus (t@msus
noise, center frequency and bandwidth), absolute levehaodlila-
tion frequency. It ranges between 0.2 dB (for a 1-kHz ton®atdB
SPL) and slightly below 4 dB (at the threshold of hearing) &nd
approximately 0.8 dB for white noise when presented with Bh S
larger than 30 dB [14].

The JNDIC depends on the ICC of the reference condition and is °

markedly larger for uncorrelated reference stimuli tharctorelated
stimuli. The correlation sensitivity for narrowband stilirin diffuse
sound field reference conditions depends on the centerdneguand
the bandwidth of the stimulus and is smaller for negativen tfea
positive deviations from the reference condition [15].

Experiments with pink noise whose correlation above 500 Hz/B

has been varied between -1 and 1 with a step size of 0.2 reedls
deviations larger than 0.4 were discriminable [16].

4.3. Implementation

As computing the trade-off parameter such that alCLD anCa@
below defined limits is computational complex, we proposéhia
paper to determine the trade-off parameter using numesioalla-
tion. To this end, we increase the trade-off paramgtentil alCLD
and alCC are below the psychoacoustic limiig p 1 dB (for
alCLD) andAicc = 0.2 (for alCC). The obtained value fgf that
fulfills both requirements is stored in a lookup table an@mnefd to
as Bopt-

To illustrate the effects of the threshold valuesiap separately,
we computedicip by considering only\cip, and similarly we com-
pute Sicc by considering only\icc. Figure 3 showSopt, SicLo and
Bicc for different iICLD as a function of the iDAR and shows that
Bopt = Max(Bicc, Bico ). For very small iICLD, the parametéicc
is the deciding factor fofop. For ilICLD = 3 dB, both spatial cues
have a similar effect offop, whereas for large iICLDSopt = Sicip.

38

alCLD [dB], iDAR=12 dB

50—
32’/—3/

16

bk N N ®

-10 10 20 30

1
0.5
0
-0.5
-1

0

Fig. 2. alCLD (upper plot) and alCC (lower plot) for iDAR=12dB
as function of3 and the ilCLD.
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Fig. 3. Trade-off parameters for iICLD = 0 dB, 3 dB, and 20 dB:
ICLD (dashed |ine)ﬂ|cc (SO|Id Iine) andﬁopt = max(6|cc, ,8|C|_D)
(open circles).

5. PERFORMANCE EVALUATION

Figure 4 shows alCLD, alCC and aDAR fgr = [op. It con-
firms that the spatial cues are below the defined thresholde T
aDAR increases when the iDAR increases, and the DAR improve-
ment (i.e. the difference aDAR-IDAR) is better for large iRAhan
for small iDAR.

Figure 5 illustrates the example of a commercial recordihg o
4 seconds length with singing, instrumental accompanimpanhed
off-center to both sides, and reverberation. The first 6@anbs are
shown, corresponding to a frequency range of 2584 Hz. The sum
of the auto-PSDs (§®, }), ICC and ICLD ofy are shown in the
upper row of plots. The following rows of plots illustrate{®, },
the alCC and the alCLD of the output signals obtained usieg th
MWEF, the PMWF with3 = 10 and the proposed method witlp:.

The distortions of the spatial cues can be observed for the&MW
The attenuation of the singing (the loud direct signal panioethe
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Fig. 5. Input signal (i row) and ambient output signal obtained with MWE{Bow), PMWF with3 = 10 (3" row), and using the proposed
method (4' row). The spectrograms {,, } and tr{ ®,} are shown in the range between -24 dB (black) and 24 dB (winité} left column.
ICLDs of y anda are shown in the range between -20 dB (black) and 20 dB (winitile middle column. ICCs of anda are shown in the

range between -1 (black) and 1 (white) in the right column.
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Fig. 4. alCLD, alCC and aDAR obtained with = Sopt.

center) results in alCC values close to -1. The time-frequdins
corresponding to the direct signals that are panned offecesnow
alCLD values having opposite signs compared to the ICLD @fith

to the two other methods.

The proposed method yields a compromise, as expected, where
the distortions of the spatial cues are small and the attemuaf
the direct signal is only slightly worse in comparison to M&/F.

It can also be observed that the distortions of the spaties @x-
ceed the threshold4cip and Aicc. Experiments with synthetic
signals showed that this phenomenon does not occur whergs-oc
ing stationary signals. We hypothesize that it is causecbybn-
stationarity of the input signals and the resulting errorthe estima-
tion of the input PSD matrix. However, the distortions of #ipatial
cues are much smaller for the proposed processing compatkd t
two other methods.

Informal listening reveals that the ambient output sigrails
tained with the proposed method have subjectively a gooddsou
quality, and that the described trade-off is audible.

6. CONCLUSIONS

We proposed a method for DAD based on the PMWF that enables
a trade-off between the attenuation of the interfering aigimd the
distortion of the desired signal. We have shown that the Mwitfo+
duces distortions of the spatial cues of the ambient outgnats. To

put. For the PMWF with3 = 10, the spatial cues are less distorted, solve this problem, we control the trade-off parameter efRIMWF

but the attenuation of the direct signal is the lowest ancttiresla-
tion between the ambient output signals is the highest impesison
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such that these distortions are below thresholds of hedhniaigwe
derive from the JNLV and the JNDIC.
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