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ABSTRACT

Source localization has been studied in the spatial domain using dif-
ferential geometry in earlier work. However, parameters of the sen-
sor array manifold have hitherto not been investigated for source lo-
calization in spherical harmonics domain. The objective of this work
is to represent and model the manifold surface using differential ge-
ometry. The system model for source localization over a spherical
harmonic manifold is first formulated. Subsequently, the manifold
parameters are modeled in the spherical harmonics domain. Source
localization methods using MUSIC and MVDR over the spherical
harmonics manifold are developed. Experiments on source localiza-
tion using a spherical microphone array indicate high resolution in
noise.

Index Terms— Differential geometry, manifold, spherical har-
monics domain, source localization, MUSIC

1. INTRODUCTION

After the introduction of higher order spherical microphone array
and associated signal processing in [1], [2], the spherical microphone
array is widely being used for direction of arrival (DOA) estimation
[3–10], tracking of acoustic sources [11] and sound field decompo-
sition [12]. This is primarily because of its three-dimensional sym-
metry and the relative ease with which array processing can be per-
formed in the spherical harmonics domain (SHD) without any spa-
tial ambiguity [13]. Due to similarity in the formulation of various
problems in spatial and spherical harmonics domain, the results of
the spatial domain can directly be applied in the spherical harmonics
domain.

Subspace-based method like MUSIC (multiple signal classifica-
tion) [14] is based on searching the array manifold for vectors that
satisfy the orthogonality criterion with respect to the noise subspace.
Hence, the study of manifold and estimation of its properties be-
come important. The properties of the manifold can be described by
modeling differential geometry parameters [15]. Previous work de-
scribed in [16–18] have defined manifold in the spatial domain and
investigated its differential geometry parameters. In this paper, man-
ifold parameters have been formulated in the SHD. Additionally, an
algorithm for DOA estimation using MUSIC and MVDR (minimum
variance distortionless response) [19] over spherical harmonics man-
ifold is presented.

The organization of the paper is as follows. Section 2 intro-
duces the system model and manifold representation in SHD. Sec-
tion 3 models the manifold surface and φ-curve parameters in SHD.
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Section 4 develops MUSIC and MVDR methods over spherical har-
monics manifold for DOA estimation. The performance of these
methods is evaluated by conducting source localization experiments
on a spherical array in Section 5. Section 6 concludes the work.

2. SYSTEM MODEL AND MANIFOLD REPRESENTATION

Consider a spherical microphone array of order N , radius r, and
number of sensors I . A narrowband sound field from L far-field
sources is incident on the array with wavenumber k. Let Φi ≡
(θi, φi) denote the angular position of the ith microphone and Ψl ≡
(θl, φl) denote the DOA of the lth signal. The elevation angle θ is
measured down from positive z axis, while the azimuth angle φ is
measured counterclockwise from positive x axis. The spatial data
model for this configuration is given by [7]

p(k) = A(k)s(k) + n(k) (1)

where p(k) is the (I × 1) vector of sound pressure recorded by
the microphone array, s(k) is the (L × 1) vector containing the
amplitude of L signals, n(k) is the (I × 1) vector of uncorre-
lated white Gaussian noise and A(k) is the (I × L) manifold
matrix given by A(k) = exp(−jrTK). Here, r is the ma-
trix of sensor position vectors given by r = [r1, r2, . . . , rI ]
where ri = (r sin θi cosφi, r sin θi sinφi, r cos θi)

T and (.)T

denotes the transpose operation. The lth column of the matrix
K = [k1,k2, ...,kL] denotes a wave vector for lth signal and is
expressed as kl = −k[sin(θl) cos(φl), sin(θl) sin(φl), cos(θl)]

T .

2.1. Manifold representation in spatial domain

Each column of the manifold matrix denotes a manifold vector cor-
responding to DOA of a signal. In general, for an array of I sensors
the manifold vector for a direction (θ, φ) can be written as

a(θ, φ) = exp(−jrTk(θ, φ)). (2)

The locus of the manifold vector for all (θ, φ) ∈ Ω is called
manifold, which can be a surface or a curve depending on the array
geometry. Here, Ω is the parameter space or equivalently, the field
of view (FOV) of array. Due to front-back ambiguity [20], FOV of
linear array depends only on one parameter and hence, its manifold
is a curve lying in I-dimensional complex space CI . On the other
hand, manifold for a planar or 3-D array is a surface, as illustrated in
Fig 1. It is formally defined as

M = {a(θ, φ) ∈ CI ,∀(θ, φ) : θ, φ ∈ Ω}. (3)
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Fig. 1. Illustration of manifold surface in spatial domain.

2.2. Manifold representation in spherical harmonics domain

Using spherical Fourier transform (SFT) [21], the spatial data model
(1) can be written in SHD as

anm(k, r) = YH(Ψ)s(k) + znm(k) (4)

where anm(k, r) is a (N +1)2×1 vector, Y(Ψ) is a L× (N +1)2

matrix and znm(k) is a (N + 1)2 × 1 vector.
The details of derivation for (4) can be found in [7]. However,

for representing the manifold, the knowledge of Y(Ψ) is sufficient.
Comparing (4) with (1), YH(Ψ) can be regarded as the manifold
matrix in SHD. The lth row of Y(Ψ) is given as

y(Ψl) = [Y 0
0 (Ψl), Y

−1
1 (Ψl), Y

0
1 (Ψl), Y

1
1 (Ψl), . . . , Y

N
N (Ψl)].

(5)
The expression for spherical harmonic Y mn (θ, φ) of order n and de-
gree m is given by

Y mn (θ, φ) ≡

√
(2n+ 1)(n−m)!

4π(n+m)!
Pmn (cos θ)ejmφ

∀ 0 ≤ n ≤ N,−n ≤ m ≤ n

(6)

where, Pmn denotes the associated Legendre function. The manifold
in SHD is called SH-manifold, and is defined as

M = {yH(θ, φ) ∈ C(N+1)2 ,∀(θ, φ) : (θ, φ) ∈ Ω}. (7)

The SH-manifold is a surface lying in (N+1)2 dimensional complex
space, illustrated in Fig. 2, which is obtained by taking locus of the
SH-manifold vector yH(θ, φ) over the parameter space Ω.

The data model in (4) resembles its spatial counterpart in (1)
but with some notable differences. The dimension of vector space
has now changed from I (number of sensors) to (N + 1)2 where
(N + 1)2 ≤ I . Further, it does not depend on geometry of array.

3. MODELING MANIFOLD PARAMETERS IN
SPHERICAL HARMONICS DOMAIN

The properties of the SH-manifold are discussed by modeling dif-
ferential geometry parameters [22], [23] for the manifold surface in
Section 3.1, and for a curve lying on the manifold surface in Section
3.2.

3.1. Modeling manifold surface parameters in spherical har-
monics domain

In order to describe the geometry of the manifold, various surface
differential parameters have to be computed. In [23], definitions of

Fig. 2. Illustration of SH-Manifold along with the θ and φ parameter
curves.

various parameters are stated for a general surface. Here, the param-
eters are re-formulated for the SH-manifold.

Manifold metric G is a (2 × 2) real and semi-positive definite
matrix which gives the magnitudes and inner products of tangent
vectors, ẏHθ and ẏHφ . For SH-manifold, G is given by

G =
1

16π
N(N + 1)2(N + 2)

[
1 0
0 sin2 θ

]
. (8)

The off-diagonal elements represent the inner product of the tangent
vectors. Since they are zero, this implies that the tangent vectors are
orthogonal.

Gaussian curvature KG(θ, φ) is an intrinsic parameter whose
sign describes the local shape of the surface in the neighborhood of
a point (θ, φ). For SH-manifold, KG can be expressed as

KG(θ, φ) =
16π

N(N + 1)2(N + 2)
. (9)

For a sphere of radius ρ, KG = 1/ρ2 at all points on its surface.
This implies that the shape of SH-manifold is spherical with radius
1/
√
KG.
Geodesic Curvature is an intrinsic parameter that quantifies the

shape of a curve on a surface. A surface can be represented as a
family of curves. A θ-curve is one which has constant φ. Similarly,
a φ-curve has constant θ. The expressions for geodesic curvature for
θ- and φ-curves on the SH-manifold are

κg,θ = 0, κg,φ =
4
√
π

(N + 1)
√
N(N + 2)

cot θo. (10)

The θ- and φ-curves lying on the (N + 1)2 dimensional manifold
can be mapped on to the two-dimensional Cartesian plane by using
the concept of “development” [24], shown in Fig 3. If a curve has
κg = 0, then it is mapped as a straight line, and if κg is a non-zero
positive constant, then it is mapped as a circle of radius 1/κg . Hence,
straight lines represent θ-curves and circles represent φ-curves.

The norm of the manifold vector yH(θ, φ) can be evaluated us-
ing Unsöld’s theorem [25] and is given as

||yH(θ, φ)||2 =
(N + 1)2

4π
(11)

which is a constant for a given order N . This implies that the
manifold lies on a complex (N + 1)2 dimensional sphere of radius
(N + 1)

2
√
π

.
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Fig. 3. Representation of θ- and φ-curves in the Cartesian plane

3.2. Modeling φ-curve parameters in spherical harmonics do-
main

As discussed in Section 3.1, the manifold surface can be expressed
either as a family of θ-curves or φ-curves. However, φ- curves are
more convenient from a computational point of view and henceforth
considered for further analysis.

A φ-curve of the SH-manifold is formally defined as

Aφ|θo = {yH(θo, φ) ∈ C(N+1)2 , ∀φ : φ ∈ Ωφ, θo = c} (12)

where Ωφ is the parameter space and c ∈ [0, π] is a constant. A more
convenient parameter than φ is the arc-length s(φ) which denotes the
distance traversed along the manifold curve from 0 to φ. The exact
expression can be found by integrating the magnitude of ẏHφ from 0
to φ which evaluates to

s(φ) =

(
1

4
√
π

(N + 1)
√
N(N + 2) sin θo

)
φ. (13)

After re-parametrisation, (12) can be represented in terms of arc-
length as follows

As|θo = {yH(s) ∈ C(N+1)2 , ∀s : s ∈ [0, lm], θo = c} (14)

where lm denotes the total length of the manifold curve.
Dimension d of a space is the cardinality of its basis. For the

φ-curve, the dimension d is found to be 3N + 1. This means that
the curve is situated completely in some subspace of dimension d ≤
(N + 1)2. To uniquely define a curve, a set of d orthonormal coor-
dinate vectors and d curvatures need to be specified.

The set of coordinate vectors can be expressed by moving frame
matrix given by [23]

U(s) = [u1(s),u2(s), . . . ,ud(s)] = U(0)F(s) (15)

where u1(s),u2(s), . . . ,ud(s) denotes the orthonormal set of vec-
tors forming the co-ordinate system, and F(s) is a real transforma-
tion matrix called the frame matrix. Clearly, F(0) = Id (identity
matrix).

For a d-dimensional curve, its curvatures and coordinate vectors
are related to each other in the following fashion

u1(s) = a′(s), κ1(s) = ‖u′1(s)‖ (16)

u2(s) =
u′1(s)

κ1
, κ2(s) = ‖u′2(s) + κ1u1(s)‖ (17)

κi(s) = ‖u′i(s) + κi−1ui−1(s)‖ (18)

ui(s) =
u′i−1(s) + κi−2ui−2(s)

κi−1
(19)

where i = {3, 4, . . . , 2N}. The remaining vectors u2N+1(s),
u2N+2(s), . . . ,ud(s) are calculated using Gram-Schmidt orthog-
onalization procedure and can be shown to be given by ui(s) =

[0, . . . , 0, 1, 0, . . . , 0]T . Here the non-zero entry is at the position
where the degree m of the spherical harmonics Y mn (θ, φ) is zero
in the manifold vector yH(θ, φ). The curvatures upto 2N − 1 are
non-zero and constant. The remaining curvatures are all zero.

Further, (19) can be modified and rearranged to get

u′i(s) = κi(s)ui+1(s)− κi−1(s)ui−1(s) (20)

with u′1(s) = a′′(s) = κ1(s)u2(s). In a more compact form,

U′(s) = U(s)C(s) (21)

where C(s) denotes the Cartan matrix [26] which contains informa-
tion about all d− 1 curvatures. Using (15) and (21), it can be shown
that F′(s) = F(s)C(s) or

F(s) = expm(sC(s)). (22)

Manifold radii vector contains the information of the inner prod-
ucts of the manifold vector yH(θ, φ) with ui(s). It is defined as

R = [0,−R2, 0,−R4, 0, ..., 0,−R2N ,

Y 0
0 (θ, φ), Y 0

1 (θ, φ), ...., Y 0
N (θ, φ)]T

(23)

where R2 =
1

κ1
and Ri =

∏i−2
n=even κn∏i−1
n=odd κn

for 2 < i ≤ 2N. (24)

An important equation which relates the manifold vector with the
differential geometry parameters is given by

yH(s) = U(s)R = U(0)F(s)R. (25)

4. SOURCE LOCALIZATION OVER SPHERICAL
HARMONICS MANIFOLD

Subspace-based parameter estimation algorithms involve searching
over the manifold for vectors which satisfy a given criterion. For in-
stance, in the MUSIC algorithm, the manifold is searched for vectors
that are orthogonal to the noise subspace. Mathematically, this can
be written as

PMUSIC(θ, φ) =
1

y(θ, φ)SNSanm
[SNSanm

]HyH(θ, φ)
(26)

where, SNSanm
is the noise subspace obtained from eigenvalue decom-

position of auto-correlation matrix, Sanm = E[anm(k)aHnm(k)] [4].
The denominator of the MUSIC spectrum expression evaluates to
zero when (θ, φ) corresponds to DOA of the source. Using (25) and
Sn = SNSanm

[SNSanm
]H , (26) can be rewritten as

P−1
SHM-MUSIC(θ, φ) = RTFT (s)UH(0)SnU(0)F(s)R

= Tr{UH(0)SnU(0) F(s)RRTFT (s)}
= Tr{S′nD(s)} (27)

where S′n = UH(0)SnU(0), D(s) = F(s)RRTFT (s) and Tr is
the trace operation. This gives the MUSIC algorithm over spherical
harmonics manifold (SHM-MUSIC).

Minimum variance distortionless response (MVDR) is a beam-
forming based source localization algorithm. Its spectrum can also
be expressed in terms of manifold parameters as

P−1
SHM-MVDR(θ, φ) = y(θ, φ)S−1

anm
yH(θ, φ) = Tr{S′aD(s)} (28)
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Fig. 4. Localization of two sources at (20◦, 50◦) and (15◦, 120◦)
using (a) SHM-MUSIC, and (b) SHM-MVDR.

where S
′
a = UH(0)S−1

anm
U(0).

Source localization is performed for Eigenmike® microphone
[27]. It consists of 32 microphones embedded on a rigid sphere of
radius 4.2cm. The order of the array is taken as 3. Two sinusoidal
sources of frequency 2.49KHz and 2.5KHz are located at an angu-
lar position of (20◦, 50◦) and (15◦, 120◦) respectively. The result
of simulation of SHM-MUSIC is shown in Fig. 4(a), and of SHM-
MVDR in Fig. 4(b). Estimated source locations for SHM-MUSIC is
(20◦, 50◦) and (15◦, 120◦), and for SHM-MVDR is (20◦, 49◦) and
(14◦, 120◦) .

5. PERFORMANCE EVALUATION

In Section 5.1, resolution and detection capability of the spherical
array has been evaluated at different order. In Section 5.2, exper-
iment on source localization is presented as root mean squared er-
ror (RMSE) at various values of SNR for SHM-MUSIC and SHM-
MVDR.

5.1. Detection and resolution threshold analysis

Using (13), the expressions for detection and resolution threshold
for angular separation on a φ-curve, for a fixed elevation θ0, can be
obtained in SHD as follows [23]

∆φdet-thr =
4
√
π

(N + 1)
√
N(N + 2) sin θo

(
1 +

√
P1

P2

)
×

1√
2(SNR1 ×Q)

∆φres-thr =
4
√
π

(N + 1)
√
N(N + 2) sin θo

(
1 + 4

√
P1

P2

)
×

4

√√√√ 2

(SNR×Q)
(
κ2
1 − 1

(N+1)2

) .
(29)

(a)

(b)

Fig. 5. Histograms showing the effect of order N on (a) detection
threshold, and (b) resolution threshold for two sources at different
SNRs and power ratios.

where P1 and P2 denotes the power of two signals to be resolved,
and κ1 is the first curvature of the φ-curve of the SHD manifold. Fig
5(a) and 5(b) illustrates the effect of increasing order on the detection
and resolution threshold of spherical array under different values of
SNR and signal power ratio. Here, Q and θ0 are taken as 100 and
45◦ respectively. Clearly, the detection and resolution threshold de-
creases as the array order increases, which is expected.

5.2. Experiments on source localization

Source localization is performed for the Eigenmike® microphone
with source locations (30◦, 30◦) and (60◦, 60◦) and order N = 4
at different SNRs using SHM-MUSIC and SHM-MVDR. The re-
sults are presented as RMSE values in Table 1. At all SNRs, SHM-
MUSIC provides better estimation of the source position than SHM-
MVDR.

SNR (in dB) 0 3 6 9
SHM-MUSIC 2.4693 1.2298 0.7566 0.4272
SHM-MVDR 12.3323 4.0227 2.1529 1.1068

Table 1. RMSE of estimated source positions for SHM-MUSIC and
SHM-MVDR at different SNRs

6. CONCLUSION

The primary contribution of this paper is to provide a representation
of SH-manifold and develop its parameters in spherical harmonics
domain. The formulation is verified by performing experiments on
source localization using MUSIC and MVDR algorithms over spher-
ical harmonics manifold. Comparison of these algorithms shows that
SHM-MUSIC outperforms SHM-MVDR at various SNRs. We also
demonstrate that the detection and resolution capability of array im-
proves with increasing order, but at the cost of increased computa-
tional complexity. We are currently investigating the specific advan-
tages of SH-manifold in source tracking scenario.
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