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Abstract—Power line communications (PLC) has been drawing
considerable interest in recent years due to the growing interest
in smart grid implementation. In smart grids, network control
and grid applications are allocated the frequency band of 0 — 500
kHz, commonly referred to as the narrowband PLC channel. This
channel is characterized by strong periodic noise and low signal to
noise ratio (SNR). In this work we propose a receiver which uses
frequency shift filtering to exploit the cyclostationary properties
of both the narrowband PLC noise, as well as the information
signal, digitally modulated using orthogonal frequency division
multiplexing. The results show that the new receiver obtains a
substantial performance gain over previously proposed receivers,
without requiring any coordination with the transmitter.

I. INTRODUCTION

In recent years the power supply network is changing its
role - from a network used solely for energy distribution
into a dual-purpose network, which simultaneously supports
both communications as well as power distribution. In this
paper we focus on power line communications (PLC) which
utilizes the frequency band of 0 — 500 kHz. This is referred
to as narrowband PLC [1], and is used for applications of
automation and control, including power management, smart
homes, and automatic meter reading systems.

The statistical properties of the PLC noise are very different
from the conventionally used additive white Gaussian noise
(AWGN) model [1], [2]. As detailed in [3], [4], power line
noise can be modeled as a superposition of several noise
components. For narrowband PLC, the dominant noise com-
ponents are colored background noise, narrowband periodic
noise, and periodic impulsive noise synchronous with the AC
frequency [5], [6]. Due to the relatively long symbol duration
in narrowband PLC transmission, the periodic properties of
the noise cannot be ignored, and the noise is modeled as
a cyclostationary process. Two cyclostationary PLC noise
models exist in literature. The first was proposed by Katayama
et al. in [5], and the second was recently proposed in [7]. Both
works model the noise as an additive cyclostationary Gaussian
noise (ACGN) with a period of half the mains period.

Recent narrowband PLC standardization efforts [8], [9], [10]
have adopted the orthogonal frequency division multiplexing
(OFDM) modulation scheme. Time-domain OFDM signals
are also cyclostationary [11], with a period equal to a single
OFDM symbol duration. Thus, in narrowband PLC, both the
information signal and the noise are cyclostationary.

In the present paper we propose a new receiver algorithm,
based on the time-averaged mean squared error (TA-MSE)
criterion, for recovery of OFDM signals received over the
narrowband PLC channel. The receiver uses a frequency shift
(FRESH) filter for exploiting the cyclostationary properties of

This work was supported by the Ministry of Economy of Israel through the
Israeli Smart Grid Consortium.

978-1-4799-2893-4/14/$31.00 ©2014 |[EEE

the received signal. Specifically, we present the first receiver
designed for PLC which takes advantage of the cyclostationary
properties of both the noise, and the information signal. The
novel idea is to utilize the cyclostationary properties of the
noise to achieve noise reduction. We also show that the method
is beneficial irrespective of the particular model of the cyclo-
stationary noise, as long as cyclostationarity is maintained.
The rest of this paper is organized as follows: in Section
IT we briefly recall the relevant aspects of cyclostationarity
to be used in this work, and review the FRESH filter. In
Section III, the novel receiver algorithm is developed and its
theoretical performance characteristics are obtained. In Section
IV simulation results are presented together with a discussion.
Lastly, conclusions are provided in Section V.
II. PRELIMINARIES

In the following we denote vectors with lower-case boldface
letters, e.g., X, y; the ¢-th element of a vector x is denoted with
(x);. Matrices are denoted with upper-case boldface letters,
e.g., X, Y; the element at the ¢-th row and the j-th column of
a matrix X is denoted with (X); ;. (-)* denotes the Hermitian
conjugate, (-)7 denotes the transpose, and (-)* denotes the
complex conjugate. 0[] denotes the Kronecker delta function,
E{-} denotes the stochastic expectation, and (-) denotes the
time-average operator.

A. Cyclostationary Signals

A complex-valued discrete-time process z[n] is said to be
wide sense second order cyclostationary (referred to hence-
forth as cyclostationary) if there exists an integer Ny, such
that E{z[n]} = E{z[n + Nol}, and c,.(n,l) = E{z[n +
llz*[n]} = cgu(n + No,1). As czi(n,l) is periodic in the
variable n, it has a Fourier series expansion, whose coef-
ficients, referred to as cyclic autocorrelation function, are

No—1
(1) =

N%, Z Con(n, e 72T where ap = k=
n—=
0,1,..., Ng — 1, are referred to as the cyclic frequencies.

k.
No»
B. Frequency Shift Filtering

The FRESH filter consists of a linear time-invariant (LTT)
filter-bank applied to frequency shifted versions of the input
signal [12], [13]. Consider the received signal given by r[n] =
d[n] + w[n], where d[n] denotes the desired (cyclostationary)
signal and w[n| denotes the additive noise. Let each LTI
filter in the implementation of the FRESH filter consist of
a finite impulse response (FIR) filter with Lyir taps. Let K
denote the number of cyclic frequencies used by the FRESH
filter, v denote the k-th cyclic frequency, hy[i] denote the
i-th coefficient of the k-th FIR filter, and let z[n] denote the
frequency shifted input vector at time n, defined as:

z[n] = [ro[n],r1[n), ...,vx_1[n]]" | (1)
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with (rp[n]), = r[n — ile92mx=D 4 ¢ £ 2 {01,
., Lrr — 1}. Lastly, we define h = [hg, hy, ..., hx ;]7,
where hy, = [hy[0], hg[1], ..., hx[Lrrr — 1]]. The input-output
relationship of the FRESH filter can now be written as
y[n] = hf'z[n]. As detailed in [12], [14], the minimum TA-
MSE FRESH filter for recovering d[n] is given by
h=C_'Cu, (2)
where Ny is the period of the autocorrelation function of
d[ ] NA is an integer multiple of No, €za = (Cualn]) =

NA Z E{z[ Jd*[n]}, Cpp £ (E{z[n]z"[n]}), and Ly

is greater than the largest value of [ € {0,1,..., Ny — 1} for
which there exists an index n such that cqq(n, ) # 0.

As in [15], we use the independence of the de-
sired signal and the noise, together with the fact that
E{wln]} = 0, to write the i-th element of c,4[n] as
(czan]); = cada(n,—q;)e 72 i(n=0) where i € M £
{0,1,...,KLpr —1},and ¢; € L, p; € K 2 {0,1,..., K —
1}, are such that ¢ = p;Lpir + ¢;. Lastly we have (C,q), =
((czd[n]);). Next, consider C,,[n]: Writing the indexes u,v €
M as u = p,Lpir + qu and v = pyLFIR + v, Pu, P € K,
Qus Qv € L, and defining v, ,(n) £ o, (n—qu) —p, (R—qy),
we write

(Cuzn]),, =E {T[n — qu]r*[n — qv}e_jg,%w(n)}

= caa(n — Qv, v — qu)e 77
+ Cww (n — Qu,qv — qu)e_j%mum(n)a (3)
and (Cz),, , = ((Caaln]),,,). Since the output signal pro-

duced by the FRESH filter is orthogonal to the error [16],
the TA-MSE between the output and the desired signal is
(see [16, Pg. 4311) (E{|y[n] — d[n]|*}) = Ps — ¢&,C, .} Cpa,
where P; = (E{d[n]d*[n]}) = (cqa(n,0)).

III. MINIMUM TA-MSE SIGNAL RECOVERY

In this section we present a new receiver scheme for the
recovery of an OFDM signal received over an additive cy-
clostationary noise channel. The scheme exploits the spectral
correlation of the OFDM signal d[n| as well as the spectral
correlation of the noise. The received signal is given by
r[n] = d[n]4+w[n], where w(n] is the noise, and d[n] and w[n]
are mutually independent. Ny, and N, denote the periods
of d[n] and w(n], respectively. All time averages are over
the least common multiple of Ny, and Npeisc. While we
derive the optimal receiver for channels without inter-symbol
interference (ISI), the same structure can be applied also to ISI
channels: Since LTI systems preserve cyclostationarity [17],
the receiver can be designed to recover the signal component
with ISI from the received signal. The ISI is afterwards
inherently handled by the OFDM signal detection process. We
note that the same performance gain reported for the no-ISI
channel is obtained for channels with ISI.

A. A New Receiver Algorithm: Signal Recovery with Noise
Estimation and Cancellation

Our new receiver algorithm applies noise estimation and
cancellation prior to signal extraction. The algorithm process-
ing, depicted in Fig. 1, consists of two FRESH filters in series:
the first filter, hq[n], is a noise estimation FRESH filter tuned

n] tn] haln] y[n]
FRESH filter —
designed to recover d[n]

w )

hi[n]
FRESH filter designed
to recover w[n]

Win]

Fig. 1. FRESH filtering for signal recovery with noise extraction and
cancellation.

to extracting the cyclostationary noise. The estimated noise
is then subtracted from the received signal, and then a signal
extraction FRESH filter, hs[n], tuned to recovering the OFDM
signal is applied.

Repeating the derivation in Section II-B with Lpigi, Ki,
L1, K1 and M instead of Ly, K, £, K, and M, re-
spectively, it follows from (2) that the FRESH filter hq[n],
designed to recover the noise, is obtained as h; = C;zlézw,
where z[n] is defined in (1) with o = ﬁ C,, =
(Coln]), Cpuln] is given by (3), and S = (Gpm[n]), with
C,[n] = E{z[n]w*[n]}. By writing the index i € M as
i = p;Lrir1 + ¢i» ¢ € L1, p; € K1, we have

(Cawln]); = Cuww (n, —qi) e772rems (=0 4

where c¢y,(n,1) is specified by the noise model, e.g., [5]
or [7]. The estimated noise is w[n] = hiz[n).

Consider next the FRESH filter hs[n|, designed to recover
the OFDM signal d[n]. Define for ha[n| Lrra, Ko, Lo, Ko
and My, in a parallel manner to Lgiry, K1, £1, K1 and M,
defined for hq[n]. The input signal to hs[n] is t[n] = rn] —
wln] = d[n] + wn] — w[n]. From (2), ha[n] is obtained as

h2 = C&létd, where étd ; <Ctd[n]> Ctt = <Ctt[ D [nl =
[to[n], ta[n], ... tre, 1 [n]] - (ta[n]); = t[n — iJe=I2m (00,
1€ Lo, B = denotes the k-th cyclic frequency used in

ha[n]. Let the 1ndexes u, v € My be written as u = p, Lriro+
qy and v = py Lr1r2+qus Gus Qv € L2, pu, Pu € K2, and define

m(ﬁg (n) £ By, (n — qu) — Bp, (n — qy). Then, we have
(Cesln]),,, = E{tln — quJt'[n — que 7200 |
= Ct (n — GQuv;qv — Qu) ej27r'y,&’?2,(n). (5)
Next, we define d[n] = [do[n],di[n],...,dx,1[n]]",
where (di[n]); = dn — ile 2 (=0 ¢ £, and

win] 2 [woln], wi[nl,... Wi, 1[n])7, where (wiln]), =
win — ile 72Tk (=0 € L. z[n] can now be written
as z[n] = d[n] + w[n]. We denote by di[n] = hi’d[n]
the desired signal component at the output of hq[n], and by
w1 [n] = h¥w(n] the noise component at the output of hy[n].
t[n] may therefore be expressed as t[n] = d[n] + wln] —
d1[n] — wi[n] = da[n] + wa[n], where do[n] = d[n] — di[n]
and wy[n] = w[n] — wy[n]. Since d[n] and w(n] are mutually
independent, then ds[n] and wq[n] are mutually independent.
¢it(n, 1) may be therefore obtained by:

et (N, 1) = Cdpdy (M5 1) 4 Cogroy, (M, 1) (6)

As the noise models of both [S] and [7] include a stationary
component, ¢2 (1) # 0, it follows from [14], that h;[n]
must include the cyclic frequency ay, = 0, kg € K;. Let
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Ly ko denote a column vector such that its ¢-th coordinate

is obtained by (irp,-k0); = 0l — Lrir1 - ko). We may
now write d[n] = if  , d[n] and wln] = if . win].
Next we write dy[n] = d[n] — hid[n] = i’d[n], where

i 2 £ — hi. Letting Caq(n, 1) = E {d[n +1]d"[n]},
the autocorrelation of dz[n] may be therefore expressed as
Cdsdsy (n, l) = i{{Cdd(n, l)il. (7)
By writing the indexes u1,v1 € My as u1 = Py, Lrir1 + qu,
and v1 = py, Lrir1 +qu, , Where py,, py, € K1, and qu,, gu, €
L1, and defining 7&?‘?1,1 (n,0) 2 ap,, (n+1—qu,) —ap, (n—
G, ), we write (Caa(n,1)),, ,, = E{d[n +1 — qu,]d*[n —
qvl]e_jQTr%(*O{)ﬁv] (n,l)} Therefore (Cdd(n l))ul v = cdd(n —

Q1> Gy +1—qu,)e 32wy, (1) . Applying the steps used in
the derivation of cg,4,(n,1) to the derivation of cyyw,(n,1),
we obtain

Cwowoy (TL, l) = i{{(}ww(nv l)ilv (8)
where (wa(n7l)) = wa(n = Quys Qo T [ — qUL) X
¢=92m 50 (D The correlation (5) is obtained by plugging
(7) and (8) into (6), and plugging (6) into (5).

Next, we compute c,,;[n] = E{t[n]d*[n]}. We note that
E{tln + lJd*[n]} = E{(d2[n+1]+we[n+1])d*[n]} =
Cdyd (n,1). Therefore, by writing the index i € My as
1 = p;Lrr2 + ¢, pi € Ko, ¢; € L2, we obtain

(cealn]); = capa (n, —g;) e=927Prilnma), ©)
Note that cgq(n,l) =  ifE{d[n+1]d*[n]}. By
writing the index v € M; as v = pyLrr1 + Qu,
Pu € Ki, qu € L1, we have (E{d[n+[]d*[n]}), =
E {d[n +1 - g.Je 2 nmH-ed g ]} = cgq(n,l —
qu)e 92 pu(nH=au) Equations (3) and (4) provide a closed
form expression for h[n], and equations (5) and (9) provide
a closed form expression for hs[n]. The TA-MSE of this
receiver is given by: TA-MSE = P; — c,mlCtt Cid-

Uu1,v1

B. Best of Previous Work: A FRESH Filter Designed in [15]
for Direct Signal Recovery

The best previously proposed scheme for this model is a
FRESH filter tuned to extracting the OFDM signal based on
the minimum TA-MSE criterion, proposed in [15]. The filter
h[n] is derived as detailed in Subsection II-B.

IV. SIMULATIONS
In this section, the performance of the receiver developed
in Section III is evaluated by simulations. The information
bits are encoded in accordance with the IEEE P1901.2 stan-
dard [8]: an outer Reed Solomon (255,239) code is followed
by an inner rate % convolutional code with generator polyno-
mials 171,¢¢q; and 155,.¢4; and an interleaver. The information
signal is a passband OFDM signal with 32 subcarriers over the
frequency band 3 — 148.5 kHz, each modulated with QPSK
constellation. This simulated frequency range is in accordance
with the European CENELEC regulations [19]. We use a
cyclic prefix consisting of 16 samples, hence the total number

of samples at each OFDM symbol is 80.
Three types of noise were simulated - (1) AWGN (in order
to show robustness to the noise model); (2) ACGN based
on the Katayama model [5], with two sets of the typical

parameters taken from [5, Sec VI.] and [18, Res. 1], referred
to herein as KATA1 and KATA2, respectively; (3) ACGN
based on the model proposed in [7] and adopted by the IEEE
P1901.2 standard [8], with two sets of the typical parameters
taken from [8, LVS8 site] and [8, LV14 site], referred to
herein as IEEE1 and IEEE2, respectively. The cyclic period
of the cyclostationary noise is set to N5 = 1000 samples.
Note that the noise period, N,.;se, and the length of the
OFDM signal symbol, Ny, are both scaled by a factor of
2—%5 compared to their practical values to reduce simulation
time. However, as NNﬂ :"P is the same as in practical systems,
the results correspond to the performance of practical systems.

Four receivers were simulated - (1) Rxq: A receiver with
no filtering applied to the input signal prior to decoding; (2)
Rxsy: A receiver which implements a stationary FIR Wiener
Sfilter [20, Ch. 12.7] with Ngy,, + “0““ taps applied to the
input signal r[n]; (3) Rx3: Best of prevzous work is represented
by a receiver with a FRESH filter tuned to extract the desired
OFDM signal [15]. The filter utilizes 5 frequency shifts in the
range =, ..., N such that each FIR has N, 4+ Negize
taps; (4) RX4 Our newly proposed algorithm is demonstrated
by a receiver with the FRESH filter h; [n] utilizing 5 frequency
shifts in the range ;j — Nn?nse and at each branch the
FIR has ”‘” < taps, and the FRESH filter hy[n| utilizing 5
frequency shlfts in the range N;fm"" 2 and at each
branch the FIR has N, taps.

Note that all four receivers have the same delay, and that
the new receiver (Rx,) and the scheme of [15] (Rx3) have the
same number of taps. We also note that the stationary Wiener
filter (Rx5) has less coefficients than our filter but it has the
same delay. Increasing the number of taps in Rxs increases
the delay but does not improve the performance of Rxs in the
simulations. The results are plotted for various values of input
SNR defined as SNR;, £ M]DW. For evaluating the
bit error rate (BER) performance, a per-subcarrier maximum
likelihood (ML) decoder is used.

In the following the TA-MSE and robustness to the noise
model are studied, as well as coded BER performance and the
corresponding SNR gain.

1) Evaluating TA-MSE Performance and Verifying Ro-
bustness of the New Algorithm to the Noise Model: First we
verified that the new receiver operates well also in AWGN:
The simulation results are presented in Fig. 2. Observe that
when the new receiver Rx4 is applied to AWGN it achieves the
same TA-MSE as the FRESH filter without noise cancellation
of [15] (Rx3), which is tuned to recover the OFDM signal. This
is because in AWGN there is no cyclic redundancy that can
be used for noise cancellation. Both Rx4 and Rx3 achieve 0.8
dB gain over the stationary Wiener filter (Rx2) for SNR;,, < 2
dB, the gain decreases to 0.55 dB at SNR;,, = 6 dB.

Next, the TA-MSE was evaluated for four sets of ACGN
models: KATA1 and KATA2 for the Katayama model [5],
depicted in Fig. 3, and IEEE1 and IEEE2 for the model of [7],
depicted in Fig. 4. Observe that the performance improvement
depends on the cyclostationary characteristics of the noise:
When the impulsive noise is of typical width of 300 — 400
microseconds as in KATA2, IEEE1 and IEEE2, the noise has a

’ Nsym
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P ch‘annel type = AW‘GN, No Filter (Rx“)
---g--- channel type = AWGN, Wiener Filtering (Rx,)
\‘1‘)\ -—<}--channel type = AWGN, FRESH Filtering (Rx,)
h ——+—- channel type = AWGN, FRESH Filtering with Noise Estimation (Rx,)

-25 L L L L L
4 2 0 2 4

SNR, [dB]

Fig. 2. TA-MSE comparison for an AWGN channel.

-10

ch‘annel type = KAT‘A1, No Filter (Rx“)
3~ channel type = KATA1, Wiener Filtering (Rx,)
=== channel type = KATA1, FRESH Filtering (Rx,)
~-&-= channel type = KATAT, FRESH Filtering with Noise Estimation (Rx,)
channel type = KATA2, No Filter (Rx,)
channel type = KATA2, Wiener Filtering (sz)

—— channel type = KATA2, FRESH Filtering (Rxs)
—#— channel type = KATA2, FRESH Filtering with Noise Estimation (Rx,)

-20

RN
V
-25 Il Il Il Il L
4 2 0 2 4 6 8
SNR, [dB]
Fig. 3. TA-MSE comparison for the Katayama noise model of [5].

stronger cyclic redundancy and therefore noise cancellation is
more effective. Accordingly, for the KATA2 model we observe
a TA-MSE gain compared to Rxs of 2.4 dB at SNR;,, < 0
dB, which decreases to 1.2 dB at SNR;,, = 4 dB. For the
IEEE models we observe in Fig. 4 gains of 2.5 — 6 dB
compared to Rx3 at low SNR;,, which decreases at SNR;,, = 4
dB to 1.55 dB gain for IEEE1 and 2.7 dB gain for IEEE2.
However, when the impulsive noise component is very short,
as in KATA1 (only 25 microseconds impulse width) Rx4
achieves relatively modest gains in the TA-MSE of about
0.35 — 1.2 dB compared Rxs. In all cases, as Rx3 exploits
only the cyclostationary characteristics of the OFDM signal,
its performance improvement over the stationary Wiener filter
(Rx2) is the same for both noise models at all SNRs. The
benefits of noise cancellation are thus clearly observed. We
note that all TA-MSE results were confirmed by the theoretical
analysis presented in Section III.

2) BER Improvements due to Noise Cancellation: The sub-
stantial gains obtained by Rx4 in terms of TA-MSE translate
directly into gain in BER. To demonstrate this point the coded
BER results at the output of the different receivers for the
ACGN channel are depicted in Fig. 5 for both noise models. To
avoid cluttering we depict only the results with the KATA2 and

channel type = IEEE1, No Filter (Rx,)
-3~ channel type = IEEE1, Wiener Filtering (Rx,)
~ == channel type = IEEE1, FRESH Filtering (Rx,)
~ - channel type = IEEE1, FRESH Filtering with Noise Estimation (Rx,)
channel type = IEEE2, No Filter (Rx')

% channel type = IEEE2, Wiener Filtering (Rx,)
151 —S7— channel type = IEEE2, FRESH Filtering (Rx,)
—#— channel type = IEEE2, FRESH Filtering with Noise Estimation (Rx,)

25
4 2 0

2
SNR, [dB]
Fig. 4. TA-MSE comparison for the noise model of [7].

channel type = KATA2, No Filter (Rx,) ‘\
\

— == Channel type = KATA2, FRESH Filtering (Rxy)
5| ==e== channel type = KATA2, FRESH Filtering with Noise Estimation (RxA)

channel type = IEEE2, No Filter (Rx,)
—s7— channel type = IEEE2, FRESH Filtering (Rxg)
—&— channel type = IEEE2, FRESH Filtering with Noise Estimation (RxA)

10° !
4 2 0

SNRizn[dB]
Fig. 5. BER comparison for cyclostationary channel.

the IEEE2 parameters. Observe that the new FRESH receiver
with noise cancellation (Rx4) achieves an input SNR gain of
4.9 dB compared to Rx3 at output BER of 10~ for the IEEE2
model. This gain decreases to 3.2 dB at output BER of 1072
and to 2.6 dB at output BER of 1073, For the KATA2 model
the corresponding input SNR gain of Rx4 over Rxs are 1.6
dB, 0.65 dB and 0.4 dB, respectively. It is emphasized that
this BER improvement is only due to noise cancellation.

V. CONCLUSIONS

In this paper, a new receiver designed for exploiting the
cyclostationary characteristics of the OFDM information sig-
nal as well as those of the narrowband PLC channel noise
is proposed. The novel aspect of the work is the insight that
noise estimation in cyclostationary noise channels is beneficial,
contrary to the widely used AWGN channels. It was shown
that a substantial performance improvement can be obtained by
FRESH filtering combined with noise cancellation, compared
to previous approaches which focused on estimating only the
signal. This gain was demonstrated for different cyclosta-
tionary noise models and in particular for the noise models
specified in the IEEE standard [8].
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