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ABSTRACT

As shown in [1, 2], score normalization is of crucial im-
portance for improving the Average Term-Weighted Value
(ATWYV) measure that is commonly used for evaluating key-
word spotting systems. In this paper, we compare three
different methods for score normalization within a keyword
spotting system that employs phonetic search. We show that a
new unsupervised linear fit method results in better-estimated
posterior scores, that, when fed into the keyword-specific nor-
malization of [1], result in ATWYV gains of 3% on average.
Furthermore, when these scores are used as features within a
supervised machine learning framework, they result in addi-
tional gains of 3.8% on average over the five languages used
in the first year of the IARPA-funded project Babel.

Index Terms— Keyword search, keyword spotting,
speech indexing, score normalization, phonetic matching

1. INTRODUCTION

Keyword spotting from speech is the task of determining if a
word or phrase has been uttered. In most cases, it consists of
performing some kind of speech recognition, and then search-
ing the resulting output space of alternatives (e.g., lattices or
n-best lists) for the keywords of interest.

Of special interest is the case where the keywords contain
one or more words which are out-of-vocabulary (OOV). Such
cases are especially challenging whenever the speech is “pre-
indexed”, which means that it has been previously processed
by the ASR system using a specific pronunciation lexicon,
without knowledge of the set of queries that one may want
to search for. Therefore, queries which contain new or rare
words (e.g., named entities) that were not part of the original
pronunciation lexicon, will necessarily not be detected when
using whole words as the unit of recognition or search.

To alleviate the above problem, a number of alterna-
tives have been proposed. One of them is to use phonetic
search. This means that query terms are converted into their
phonetic representation and they are searched in a similarly-
represented version of the hypothesis space at the output of
the recognizer. Of course, instead of phones, one can choose
to use some other representation that will achieve the goal
of covering a large class of OOV words. The procedure for
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doing the phonetic search in this paper follows closely the
one presented in [3].

To evaluate a keyword spotting system, we focus on max-
imizing the ATWYV measure [4]. This measure, which trades
off misses for false-alarms, assumes that keyword detections
(also known as “hits” or “posting lists”) are sorted into a
global list according to their detection score. This means that
all keyword scores have to be commensurate with each other,
in order for the sorting of the global list to reflect correctness,
irrespective of the identity of the keyword. The solution to
this problem is to do some kind of “score normalization” [1]
so that the resulting transformed scores are better correlated
with the probability of correctness.

In [1] several normalization approaches were compared.
Specifically, the unsupervised KST method, which entails
computing keyword-specific thresholds and then using them
in an exponential formula (presented in Section 2) resulted
in very good performance, comparable to the supervised ma-
chine learning approach that was described in the same paper.
The machine learning approach was tuned towards optimiz-
ing the performance measure, namely ATWYV, using lots of
features as input.

In this paper, we show that the output of phonetic search
can benefit significantly by a linear fit method which aims at
transforming the raw posteriors into an estimated probability
of correctness, based on a Poisson assumption. These new
scores are then shown to be much more appropriate for use in
the KST method, resulting in gains of the order of 3% on av-
erage. Furthermore, the supervised learning methods of [1],
which use the above score as feature, give additional gains of
the order of 3.8% on average. These results prove that using
well-conditioned scores that resemble posteriors can be very
beneficial for both supervised and unsupervised normaliza-
tion methods.

The paper is organized as follows: an overview of the per-
formance measure, as it is used in the [ARPA-funded program
Babel, appears in Section 2. The KST normalization method
is summarized, and a theoretical justification for using the ex-
pected count in place of the true number of references is pre-
sented in the same section. The unsupervised linear fit method
is presented in Section 3. The machine learning method of [1]
is briefly summarized in Section 4. Experimental results ap-
pear in Section 5 followed by conclusions in Section 6.
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2. THE ATWV MEASURE AND ITS MAXIMIZATION
WITH KEYWORD-SPECIFIC THRESHOLDS

Keyword spotting systems typically contain a speech-to-text
engine that converts raw waveforms into a searchable form,
such as word lattices. The probability of each detection’s
correctness is estimated directly from the lattices, and an
index containing a precomputed list of candidate detection
records (hits) for each word is generated. The index also con-
tains phonetic transcripts to accommodate out-of-vocabulary
search terms.

For each search query term (which can be a single word
or a multi-word string) the generated list of detection records
is sorted according to a detection score. A decision function
uses a threshold and all records with scores above the thresh-
old are postulated to be present.

Accuracy is judged relative to a time-marked reference
transcript. A system detection is considered correct if a corre-
sponding exact orthographic match of the term appears in the
reference transcript within 0.5 seconds of the asserted time.

System accuracy on a given collection of query terms is
measured by the Actual Term-Weighted Value (ATWV) met-
ric, defined in [4] as

a(w)
T #ref(w)> M

ATWYV = 1 -~ i (#miss(w> +5
K 2\ Freflw)
where K is the total number of keywords with reference to-
kens, #miss(w) is the number of true tokens of keyword w
that are not detected, #fa(w) is the number of false detec-
tions of w, #ref(w) is the number of reference tokens of w,
T is the total number of trials (e.g., seconds in the audio), and
(3 is a constant, set at 999.9.

Note that ATWYV is a function of the threshold used in
deciding whether a detection exists or not. The Maximum
Term-Weighted Value (MTWYV) is then defined as the maxi-
mum ATWYV over all decision thresholds.

In [5], a formula is presented for computing a decision
(Yes/No) for each detection, based on whether its posterior
score is above the keyword-specific threshold

Ntrue
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where Ny is the number of true tokens of keyword w which
exist in the audio.

In the absence of true transcripts, Ny (w) can be approx-
imated by the expected count for that keyword:

M
N@w) =3 p,, 3)
j=1

where M is the number of detections for keyword w and p;
is the posterior for the j-th detection. As we show in the rest

of this section, this approximation can be justified by formu-
lating the problem as minimizing the expected Bayes risk.

Under a Bayes formulation, the number of reference to-
kens of a keyword is considered to be a random variable
(whose distribution can be approximated by an appropriate
summation of the posterior scores {p; ?il). Then, if the
objective is to minimize the expected Bayes risk, where the
expectation is with respect to the distribution of the number
of reference tokens, the loss function becomes

e E[L(miss; N;)] = E [N; '], where N, is the random
number of references;

e E[L(fa;3,T,N;)] = BE [(T — Nt)_l}, where T is
the audio duration.

With the above modification to the Bayes risk function, it can
be shown that the value of hr(w) that minimizes the expected
Bayes risk is

thr = (EINTY/BE(T - N) 7' +1) 7. @)

To compute the threshold in (4) in practice, one can use
the posteriors {p, }Jle in a combinatorial expression. Specif-
ically, given that each p; is an estimate of the probability that
the j-th hit is a true positive, the product

M

b, —b;
Hpj](lfpj)l ij bj € {0,1},
j=1

expresses the probability that only the hits, whose corre-
sponding “bits” b; are equal to 1, are the locations of the true
positives, while the rest of the hits are false alarms. Hence, by
summing together all these probabilities, and under the con-
dition that we have at least one reference token (as required
by the ATWYV formula), we obtain the distribution of NV;:

M b b
Z{bj}:zbj:n [Li=ip7 (1 —pj)'
7 .

I - Hj:1(1 - Dj)

In our experiments we have found that using (2), with the
expected count in the place of Ny, gives almost identical
results as (4) which suggests that the decision threshold is
quite accurately estimated.

The keyword-specific thresholds (KST) are used in this
paper for normalizing the scores across all keywords in such
a way that the decision threshold becomes a constant. Specif-
ically, the formula for transforming the posterior p of a key-
word w has the exponential form

PI‘[Nt = ’I’L‘Nt 2 1] =

o = p{~ Ty (5)

The constant decision threshold then becomes 1/e = 0.368.
The KST normalization method, mentioned in the rest of the
paper, refers to the above formula.
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3. UNSUPERVISED SCORE NORMALIZATION
USING LINEAR FIT

In this section we introduce a novel pFA-based score normal-
ization method, where we estimate the false alarm rate for a
given keyword at various levels of the raw score (log probabil-
ity of the DP alignment between the query and the recognition
output represented by a phonetic consensus network — see [3]
for details). We model the mapping from the raw log proba-
bility to the log of FA rate with a straight line, computed for
each keyword separately. Note that we only need examples
of false alarms to estimate this model, and the estimation is
completely unsupervised if we assume that the keywords of
interest are rare and the vast majority of the returned hits are
false alarms (which we do in these experiments).

We found that fitting a line to the data points in log space
tends to underestimate the FA rate (overestimate the confi-
dence) of high-scoring hits, because of the high concentration
of data points with low scores (hits that score poorly). We can
get a better estimate of the FA rate if we fit to data points that
are uniformly sampled on the log scale (Figure 1).
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Fig. 1. Relationship of logl0 of raw scores of search results
for one query and logl0 of the rank (we consider top 1000
hits). The blue line fitted to uniformly sampled data based on
log10(rank) better captures the overall trend in log space.

We fit the line f to satisfy f(log(p)) = log;,(rank),
where p is the posterior that results from the phonetic search
of a keyword, and rank is the rank of the detection of that
keyword.

Given a search result with the raw log probability log(p)
we compute the expected rank of such result:

expected rank = 107 (log(p))

This corresponds to the false alarm rate for this result, e.g., if
the expected rank is 5 than we expect 5 false alarms at this
level p of posterior score. The number of false alarms is mod-
eled with the Poisson random variable, which gives us an es-
timate for the probability that a certain number of events (i.e.,
false alarms) will be observed given the average rate \, where

A = expected rank:

A e

n!

Pr(number of FAs = n) =

What we are actually interested in is that the probability that
this search result is correct (i.e., it is not a false alarm), which
is equal to the probability that we do not observe any of the
false alarms. Hence,

Pr(number of FAs = 0) = ¢~ = g~ xpectedrank,

Using this formulation, we get good estimates for the confi-
dence values that are comparable across search terms.

4. SUPERVISED SCORE NORMALIZATION USING
MACHINE LEARNING

The score normalization method of [1] is based on a machine-
learning framework that utilizes many features. The posterior
scores scores go through a number of transformations, such
as: rank-normalization (a generalization of [6]), mapping-
back to posteriors, “probability of correct” normalization
Peorr(), as well as non-linear functions such as log(), ()'/2,
()2, sigmoid. The po.() mapping aims at transforming the
scores so that they better correspond to the probability of
correctness. (One way of doing that is by sorting all hits
by score, defining bins, and then computing the probabil-
ity that a random detection in the bin is correct.) Then, the
transformed scores, together with various additional features,
e.g., keyword training count, keyword length, conversation-
aggregated scores, are concatenated together into a feature
vector. This vector, together with a target variable denoting
whether the detection is a true positive or a false alarm, is
given as input to Powell’s method [7], which learns a lin-
ear model using MTWYV as the maximizing criterion. When
multiple modalities or hit lists are available, [1] shows that,
normalizing the different hit lists first, and then using an-
other round of Powell’s method to interpolate the normalized
scores, results in additional gains.

5. EXPERIMENTAL RESULTS

The audio corpora and keyword sets that we considered in
our research were provided by the IARPA Babel program
(FullLP releases). The languages and their corresponding
releases were Cantonese (IARPA-babell01b-v0.4c), Pashto
(IARPA-babel104b-v0.4bY), Tagalog (IARPA-babell05b-
v0.4), Turkish (IARPA-babell06b-v0.2g) and Vietnamese
(IARPA-babel107b-v0.7). The condition we consider in this
paper is the so-called Pre-Indexed condition, where the key-
words are not known in advance of the decoding of the audio.

The training data for each language were of the order of
100 hours, and the data on which we report performance are:
(i) Dev set of each language, about 10 hours each, (ii) Test set
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of each language, with durations 5 hours (Cantonese, Pashto,
Tagalog and Turkish) and 15 hours (Vietnamese). The test
sets were supplied by NIST as “unsequestered” parts of the
official evaluation sets used in the March/April 2013 Babel
evaluations. The keyword sets on which we report results are
the official lists provided by NIST for the evaluations; their
sizes are 3762 for Cantonese, 3842 for Pashto, 3171 for Turk-
ish, 3805 for Tagalog, and 4065 for Vietnamese.

All decodings were done with the BBN Byblos sys-
tem. The BBN Byblos system uses Hidden Markov Models
(HMMs), with State-Clustered-Tied Mixture (SCTM) cross-
word quinphone models. The parameters for these models are
estimated using the Minimum Phone Error (MPE) objective
criterion. The acoustic features are based on a 6-layer stacked
bottleneck neural network architecture [8].

Recognition is performed using the BBN two-pass de-
coder. The forward pass uses a State Tied Mixture (STM)
model, and an approximate bigram LM to produce word-
ending scores. The backward pass then uses the word-ending
scores and associated scores from the forward pass to per-
form a detailed search using within-word state-clustered tied-
mixture (SCTM) quinphone acoustic models and a trigram
language LM to produce a lattice. Finally, lattice rescoring
using a state clustered cross-word quinphone model is done.
More details about the system used in the 2013 IARPA Babel
evaluation can be found in [9].

5.1. Score Normalization Results

Table 1 shows the ATWYV results on all five languages used
in the first year of the Babel program. The rows correspond
to the different normalization methods (except for “raw”,
which corresponds to the original, unmodified posteriors).
KST+LS corresponds to the procedure of first using the
linear-fit method to transform the original posteriors, and
then feeding them into the KST normalization of Section 2.
ML corresponds to the unmodified machine learning method
of Section 4 that uses the original posteriors as input. ML+LS
corresponds to a modified machine learning method that com-
bines the normalized posteriors and the scores obtained from
the linear fit method. A few observations are in order: (i)
KST+LS is better than plain KST, giving, on average over the
five languages, gains of 3% (absolute) on the Test data. This
suggests that the raw posteriors generated through phonetic
search are quite noisy. (ii) The machine learning method can
still benefit from the scores obtained through the linear fit
method, giving, on average over the five languages, gains of
3.8% (absolute) over KST+LS on the Test data .

6. CONCLUDING REMARKS

In this paper we showed that, when performing phonetic
search, it is important to convert the detection scores so that
they accurately resemble posteriors that correspond to the

Ca Pa Tu Ta Vi
raw 20.7% | 18.3% | 19.4% | 22.6% | 20.2%
unsupervised
KST 37.0% | 32.0% | 36.0% | 38.3% | 46.1%
KST+LS | 37.6% | 35.1% | 41.4% | 38.5% | 52.8%
supervised
ML 451% | 37.2% | 41.3% | 44.4% | 51.4%
MLA+LS | 493% | 40.0% | 451% | 47.6% | 55.9%

(a) ATWYV Results on the Dev data using phonetic search.

Ca Pa Tu Ta Vi
raw 229% | 154% | 192% | 18.6% | 18.1%
unsupervised
KST 38.8% | 30.8% | 37.0% | 36.5% | 40.6%
KST+LS | 40.7% | 32.3% | 40.9% | 37.1% | 47.9%
supervised
ML 43.8% | 33.0% | 39.6% | 40.5% | 38.9%
MLALS | 46.8% | 35.5% | 43.0% | 43.2% | 49.2%

(b) ATWYV Results on the Test data using phonetic search.

Table 1. Score normalization results. The best result in each
column is shown in bold.

probability of being correct. We presented two ways of doing
this: (i) using an unsupervised linear fit method that uses a
Poisson assumption; (ii) using a supervised machine learning
method that reranks hits based on many features, including
the ones resulting from the linear fit. In both cases, we ob-
tained absolute ATWV gains of at least 3% (on average, over
the five languages used in the first year of the Babel program),
as compared to just normalizing the raw posteriors.
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