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ABSTRACT

With interference alignment (IA), the achievable degrees of

freedom (DoF) in wireless networks can be linearly scaled

up with the number of users. However, to attain full DoF,

the availability of perfect network channel state information

(CSI) is mandatory, which impedes the practical deployment

of IA since only partial network CSI may be accessible. In

this paper, we investigate the effect of CSI mismatch on

the performance of maximum signal-to-interference-plus-

noise ratio (Max-SINR) algorithm. We show that while with

perfect CSI, Max-SINR outperforms interference leakage

minimization algorithms, with the presence of CSI mismatch,

its comparative improvement becomes negligible. We then

propose an adaptive Max-SINR which can notably improve

the performance of original Max-SINR under CSI mismatch.

Index Terms— CSI mismatch, interference alignment,

K-user constant MIMO interference channels, Max-SINR.

1. INTRODUCTION

Unlike orthogonal medium access techniques, say TDMA and

FDMA, interference alignment (IA) is able to achieve signif-

icant throughput in wireless interference networks such that

the total number of degrees of freedom (DoF) can be lin-

early scaled up with the number of users. In [1], it has been

shown that in a K-user interference channel (IC) with a sin-

gle antenna at each node, and with time-varying or frequency-

selective channel coefficients, it is possible to achieve K
2

DoF

by coding across sufficiently large symbol extension of the

channel. This implies that the length of the symbol extension

must tend to infinity which is not pragmatic. However, in-

stead of aligning interfering signals in time and by deploying

multiple antennae at transmit/receive nodes, it is possible to

achieve IA without the need of symbol extension [2–9].

Nonetheless, for all IA techniques, the availability of per-

fect network channel state information (CSI) is necessary to

achieve full DoF. However due to the realistic communica-

tion scenarios and also deployment challenges, only partial
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network CSI may be available, which can adversely affect the

achievable throughput and the total DoF in the network. It

has been shown that for IA utilizing quantized feedback and

for multi-tap single-input single-output (SISO) [10] or MIMO

IC [11], the desired DoF may be achievable only if the num-

ber of fedback bits scales sufficiently fast with signal-to-noise

ratio (SNR).

Since the performance of IA under quantized feed-

back has been widely investigated in the literature (see

e.g., [10–14]), in this paper we consider a rather generalized

imperfect CSI model where the variance of the measurement

error is a function of SNR. We especially evaluate the per-

formance of maximum signal-to-interference-plus-noise ratio

(Max-SINR) algorithm described in [2] under CSI mismatch.

Max-SINR is an interesting algorithm since it tries to max-

imize the SINR on a stream-by-stream basis instead of ex-

plicitly minimizing the leaked interference as being done by

minimum weighted-leakage interference [2] and alternating

minimization [7] algorithms, and thus achieves better per-

formance. Because of its importance, some literature placed

their focus on performance analysis of Max-SINR. For exam-

ple, it has been established that Max-SINR is optimal within

the class of linear beamformers at high SNRs [15], and it has

been further shown that Max-SINR achieves better through-

put than sum-rate gradient algorithms at low-to-intermediate

SNRs [8]. Its convergence has been also addressed in [16].

However, performance analysis and improvement of

Max-SINR under CSI mismatch has not been seriously

considered so far. Therefore in this paper, we address this

issue. First, it is shown that the comparative improvement

of Max-SINR over interference leakage minimization algo-

rithms becomes negligible subject to CSI mismatch. We then

propose an adaptive Max-SINR algorithm which can notably

improve the performance of original Max-SINR under CSI

uncertainties.

2. SYSTEM MODEL

Consider a symmetric K-user MIMO interference channel

consisting of 2K nodes, K of which are denoted as transmit-

ters while the otherK are receivers. Each transmitter is paired

with a single receiver in a one-to-one mapping as denoted in
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Fig. 1. Specifically, each N -antenna transmitter communi-

cates with its corresponding M -antenna receiver by sending

d independent data streams. The channel output at receiver k
is given by

yk = Hk,kxk +
K∑

j=1,j 6=k

Hk,jxj + zk (1)

where yk ∈ CM×1 is the received signal, xk ∈ CN×1 is

the transmitted signal from transmitter k and xj ∈ CN×1 is

the interference received from transmitter j. Hk,j ∈ CM×N

describes the channel from transmitter j to receiver k. The

magnitude of fading coefficients is assumed to be bounded

away from zero and infinity. More specifically, the elements

of channel matrices between each transmitter and receiver

can be modeled by independent and identically distributed

(i.i.d.) Gaussian random variables with zero mean and unit

variance. zk ∈ CM×1 is the circularly symmetric additive

white Gaussian noise with zero mean and variance σ2

k , i.e.,

zk ∼ CN
(
0, σ2

kI
)
. We also consider that each transmitted

signal xk is equal to Vksk, where {Vk}Kk=1
∈ CN×d are

truncated unitary transmit beamforming matrices (precoders),

and sk ∈ Cd×1 is the data stream intended for receiver k such

that E
{
sks

H
k

}
= PkI where E {·} represents the expectation

of a random variable and (·)H
denotes the Hermitian trans-

pose. Without loss of generality, we assume uniform power

allocation across all users and DoF which is asymptotically

optimal. In this case, ρ = P
σ2 is defined as the nominal SNR.

Considering a zero-forcing (ZF) receiver, the conditions

for perfect interference alignment can be described as [2, 17]

UH
kHk,jVj = 0d×d , ∀j 6= k (2)

rank
(
UH

kHk,kVk

)
= d (3)

where {Uj}Kj=1
∈ CM×d are truncated unitary interference

suppression matrices (combiners). Therefore by premultiply-

ing the received signal at receiver k by UH
k we have

UH
kyk = UH

kHk,kxk +UH
k

K∑

j=1,j 6=k

Hk,jxj +UH
kzk

︸ ︷︷ ︸
zk

⇒ yk = Hk,ksk + zk
(4)

where yk = UH
kyk ∈ Cd×1, Hk,k = UH

kHk,kVk ∈ Cd×d,

and following (2), at high enough SNRs we have zk = UH
kzk.

Therefore the transmitted symbol vector sk can be easily re-

covered by using, for example, a linear ZF equalizer, i.e.,

(pseudo-) inverse of Hk,k.

3. MAX-SINR ALGORITHM SUBJECT TO CSI

MISMATCH

In this section, we propose an adaptive Max-SINR which can

improve the performance of the original Max-SINR under
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Fig. 1. K-user interference channel where green solid arrows

denote direct links and red dash arrows represent interfering

links. sk designates the input data of the kth transmit node

whereas ŝk indicates the recovered data at receive node k.

CSI mismatch. To do so, we first reintroduce a rather gen-

eralized CSI mismatch model in the following subsection.

3.1. Imperfect CSI Model

Following [18] and regardless of distributed or centralized

processing, we assume that all precoders and combiners are

constructed with the knowledge of unified CSI mismatch. We

further model the imperfect CSI as

Ĥk,j = H̃k,j +Hk,j (5)

where the channel measurement error H̃k,j is thought to be

independent of actual channel matrix Hk,j . Similar to [18],

we consider H̃k,j as a Gaussian matrix consisting of i.i.d. el-

ements with mean zero and variance

τ , βρ−α, β > 0, α ≥ 0 (6)

In this case, the error variance can depend on SNR (α 6= 0)
or be independent of that (α = 0). Notice the variance model

in (6) is versatile since it is potentially able to accommodate a

variety of distinct scenarios, e.g., reciprocal channels (α = 1)
and CSI feedback (α = 0). τ can be further interpreted as

a parameter that captures the quality of the channel estima-

tion which is possible to be known a priori, depending on

the channel dynamics and channel estimation schemes (see

e.g., [19] and references therein).

To facilitate the performance analysis of Max-SINR under

CSI mismatch model in (5), it is more appropriate to have the

statistical properties of Hk,j conditioned on Ĥk,j by using

following lemma:

Lemma 1 [20]: Conditioned on Ĥk,j , Hk,j has a Gaus-

sian distribution with mean Ĥk,j/ (1 + τ) and statistically in-

dependent elements of variance τ/ (1 + τ), i.e.,

Hk,j =
1

1 + τ
Ĥk,j + H̆k,j (7)
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Qℓ
k =

K∑

j=1

j 6=k

d∑

n=1

PHk,jV
⋆n
j

(
V⋆n

j

)H
HH

k,j +

d∑

m=1
m 6=ℓ

PHk,kV
⋆m
k (V⋆m

k )
H
HH

k,k + σ2I

➀
=

K∑

j=1

j 6=k

d∑

n=1

P

(
1

1 + τ
Ĥk,j + H̆k,j

)
V⋆n

j

(
V⋆n

j

)H
(

1

1 + τ
Ĥk,j + H̆k,j

)H

+

d∑

m=1
m 6=ℓ

P

(
1

1 + τ
Ĥk,k + H̆k,k

)
V⋆m

k (V⋆m
k )

H

(
1

1 + τ
Ĥk,k + H̆k,k

)H

+ σ2I

(8)

where H̆k,j is statistically independent of Ĥk,j with i.i.d. el-

ements of mean zero and variance τ/ (1 + τ).

3.2. Adaptive Max-SINR Algorithm

Since Max-SINR maximizes the SINR on a stream-by-stream

basis, we define V⋆ℓ
k and U⋆ℓ

k as the ℓ-th column of Vk and

Uk, respectively, which are further to be considered as unit-

norm vectors. Notice due to the coupled nature of the problem

and regardless of what algorithm is being used, there are no

closed form solutions for naive IA except for a very few par-

ticular cases, see e.g., [1, 21]. Consequently, finding the pre-

coders and combiners requests an iterative procedure in gen-

eral. Therefore, first we fix the precoders and seek the com-

biners, and then we fix the combiners and seek the precoders.

Given randomly initialized precoders and with respect to the

fact that only imperfect channel estimates Ĥk,j are available,

the interference plus noise covariance matrix observed by the

ℓth stream of user k can be shown as (8) at the top of the page

wherein ➀ follows from equation (7).

To further proceed, we consider the following lemmas:

Lemma 2: E
H̆|Ĥ

{
Ĥk,jV

⋆n
j

(
V⋆n

j

)H
H̆H

k,j

}
=

E
H̆|Ĥ

{
H̆k,jV

⋆n
j

(
V⋆n

j

)H
ĤH

k,j

}
= 0 ∀k, j, n

Proof : All precoders and combiners are constructed upon

channel estimates Ĥk,j which based on Lemma 1 are indepen-

dent of H̆k,j .

Lemma 3: If A ∈ CM×N represents a Gaussian matrix

with i.i.d. elements of mean zero and variance a, and b ∈
CN×1 refers to a unit-norm vector independent of A, then

EA

{
AbbHAH

}
= aI.

Proof : Since A is a Gaussian matrix, it is bi-unitarily in-

variant 1, and consequently the joint distribution of its entries

equals that of Ab for any unit-norm vector b independent of

A [22]. Therefore Ab is a zero-mean Gaussian vector with

covariance matrix aI.

Following Lemma 2 and Lemma 3, we substitute those

parts of (8) including H̆j,k ∀j, k with their expected values.

This way, we can approximate Qℓ
k in (8) with a simpler form,

1A rectangular random matrix H is called bi-unitarily invariant if the

joint distribution of its entries equals that of UH
HV for any unitary matrices

U and V independent of H.

i.e., Q̂ℓ
k, as follows:

Q̂ℓ
k =

K∑

j=1

j 6=k

d∑

n=1

P

(1 + τ)
2
Ĥk,jV

⋆n
j

(
V⋆n

j

)H
ĤH

k,j

+

d∑

m=1
m 6=ℓ

P

(1 + τ)
2
Ĥk,kV

⋆m
k (V⋆m

k )
H
ĤH

k,k

+

(
P (Kd− 1)

τ

1 + τ
+ σ2

)
I

(9)

Therefore, with respect to Q̂ℓ
k in (9), the SINR maximiz-

ing receive filter is given by

U⋆ℓ
k =

(
Q̂ℓ

k

)−1

Ĥk,kV
⋆ℓ
k∥∥∥∥

(
Q̂ℓ

k

)−1

Ĥk,kV
⋆ℓ
k

∥∥∥∥
(10)

which is the relative combiner of the ℓth stream of user k, and

‖ · ‖ refers to the vector 2-norm.

As mentioned earlier, due to the coupled nature of the

problem, finding precoders and combiners requests an iter-

ative algorithm in general. Plus, with respect to the fact that

only imperfect channel estimates Ĥk,j are available, and with

the knowledge of error variance τ in advance (as discussed

in Section 3.1), the proposed algorithm can be concisely pre-

sented as follows:

Adaptive Max-SINR

1. Set µ := ρ−1 (1 + τ)
2
+ τ (τ + 1) (Kd− 1)

2. Initialize random unit-norm vectors V⋆ℓ
k ∀ ℓ, k

3.

Tℓ
k =

K∑

j=1

j 6=k

d∑

n=1

Ĥk,jV
⋆n
j

(
V⋆n

j

)H
ĤH

k,j

+

d∑

m=1
m 6=ℓ

Ĥk,kV
⋆m
k (V⋆m

k )
H
ĤH

k,k+µ I

4. U⋆ℓ
k =

(
Tℓ

k

)−1
Ĥk,kV

⋆ℓ
k∥∥∥

(
Tℓ

k

)−1
Ĥk,kV

⋆ℓ
k

∥∥∥
for all k and ℓ
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5.

Rℓ
k =

K∑

j=1

j 6=k

d∑

n=1

ĤH
j,kU

⋆n
j

(
U⋆n

j

)H
Ĥj,k

+

d∑

m=1
m 6=ℓ

ĤH
k,kU

⋆m
k (U⋆m

k )
H
Ĥk,k+µ I

6. V⋆ℓ
k =

(
Rℓ

k

)−1
ĤH

k,kU
⋆ℓ
k∥∥∥

(
Rℓ

k

)−1
ĤH

k,kU
⋆ℓ
k

∥∥∥
for all k and ℓ

7. Go to Step 3

Remark: Note that similar to the original Max-SINR, the

precoders and combiners calculated by adaptive Max-SINR

are not unitary (although they have unit-norm columns) which

may result in rank-deficient precoders and/or combiners for at

least one user and hence at high SNRs, they may not be able

to achieve full multiplexing gain and thus degrade the perfor-

mance. However, to preserve full DoF, one solution to make

precoders and combiners unitary is inserting orthogonaliza-

tion steps for Uk and Vk within each iteration, which ensure

no performance degradation at high SNR ranges.

4. NUMERICAL RESULTS

In this section and by using numerical results, we corroborate

the improved performance achieved by adaptive Max-SINR

(with orthogonalization) compared to the original Max-SINR

(with orthogonalization) defined in [2]. We also consider the

performance of alternating minimization (Alt-Min) algorithm

described in [7]. Although the promised improvement can be

gleaned for various values of α, we focus on two representa-

tive cases: α = 0 (which mimics the CSI feedback scenario),

and α = 1 (which mimics the reciprocal channels). Without

loss of generality, we consider a symmetric constant MIMO

IA with K = 3 and d = 4. To meet the sufficient conditions

of feasibility for IA, we set M = N = 8 [23].

By considering i.i.d. Gaussian input signaling and uni-

form power allocation, we evaluate the achievable sum rates

as [18]

R =
K∑

k=1

log
2
det


I+

(
ρ−1I+

K∑

j=1,j 6=k

Φk,j

)−1

Φk,k




(11)

where

Φk,j = UH
kHk,jVjV

H
j H

H
k,jUk (12)

and in the case of imperfect CSI, all precoders and combiners

are constructed based on erroneous channel estimations in (5).

Figs. 2 and 3, respectively, depict the average sum rate

and symbol-error rate (SER) for β = 0.1, α = 0 and β =
10, α = 1. As observed, with the presence of perfect CSI,

Max-SINR outperforms Alt-Min algorithm. However, subject

to CSI mismatch, while the expected improvement by Max-

SINR over Alt-Min becomes negligible, adaptive Max-SINR
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Fig. 2. Average sum rates for K = 3, d = 4, M = N = 8
and for the cases β = 0.1, α = 0, and β = 10, α = 1.
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cases β = 0.1, α = 0, and β = 10, α = 1. Each transmitted

block consists of 100 QPSK symbols.

achieves notably better performance. For example, adaptive

Max-SINR achieves at least 18 dB gain compared to Max-

SINR to achieve the same SER as of 10−4 for α = 1. Also at

high SNRs, adaptive Max-SINR achieves 10 bits per channel

use gain in sum rate compared to Max-SINR for α = 0.

5. CONCLUSION

With the presence of perfect CSI, Max-SINR outperforms

interference leakage minimization algorithms since it max-

imizes the SINR of each stream of each user. However,

under imperfect CSI, its performance becomes significantly

degraded and the achieved improvement compared to leakage

minimization algorithms becomes negligible, especially at

high SNRs. In this paper, we proposed an adaptive Max-

SINR algorithm which can notably improve the performance

of the original Max-SINR under CSI mismatch.
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