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ABSTRACT

High speed architectures for extracting the best (maximum or
minimum) values in a given set and their positions is of high
importance in many signal processing applications. For ex-
ample, the search of the two minimum values is an important
part in iterative channel decoders for turbo and low-density-
parity-check codes. In this paper, a new architecture is pro-
posed to find the gth best value in an unsorted list of k ele-
ments, where the ranking position g can be any integer be-
tween 1 and k. The architecture can also be used to find in
the assigned set a generic subset of the largest or smallest val-
ues. The proposed solution is particularly efficient in terms
of hardware complexity and latency when the cardinality of
the assigned set k is large and the values are represented on a
reduced number of bits n. Synthesis results obtained with a
90-nm CMOS standard cell technology are provided for spe-
cific choices of g, k and n. Moreover, the nice properties of
regularity and scalability of the proposed architecture are ex-
ploited to develop a QCA (quantum cellular automata) based
implementation, which achieves lower power consumption or
higher speed.

Index Terms— Data processing, search methods, dig-
ital arithmetic, Application Specific Integrated Circuits,
quantum cellular automata

1. INTRODUCTION

Finding one or multiple maximum/minimum (max/min) val-
ues and/or its position in an unsorted list of elements plays
an important role in a wide range of applications, such as
bioinformatics [1], video processing [2], channel decoding
[3], computer networks [4], real-time systems [5], sorting
networks [6], artificial neural networks [7], and MIMO (Mul-
tiple Input Mutiple Output) systems [8]. In particular, several
simplified algorithms proposed for decoding low-density-
parity-check (LDPC) and turbo codes [9] [10] [11] need to
find the first and second max/min in a set of k elements. The
selection of more than two max/min values is adopted for
example in MIMO detection [8], non-binary LDPC decoding
[12] and joint source channel coding [13].
Several algorithms for max/min search and partial sorting
are known in computer science and lead to efficient software

implementation. However, in many of the mentioned fields
of application, low latency or high throughput requirements
are not compatible with the software approach and demand
for dedicated hardware solutions, able to solve the follow-
ing general problem: given an unsorted list of k elements,
L = (x0, x1, . . . xk−1), which represent binary values on n
bits, the m highest (or lowest) values are extracted, together
with their indexes in the original list L. Despite of the wide
diffusion of the general problem in several signal processing
applications, quite a low number of implementations have
been proposed in the open literature. Efficient solutions for
the case m = 1 (i.e. search of the single max/min) have been
reported in [14]. Implementation architectures for the case
m = 2 are available in [15], [16]. In [17] a reduced sorting
network constraints m = 2i, i ∈ N to solve the problem.

In this paper, the problem of extracting the gth best value
in an unsorted list of k elements, is addressed, where the
ranking order g can be any integer between 1 and k. This
problem can be stated as follows. Said max1 the maximum
value in a list L, max1 = max(L), the second maximum
max2 can be found by selecting the maximum value in a
new list, obtained by removing the max1 element from L,
max2 = max(L \max1), where the \ operator indicates the
operation of removing an element from a list. The gth largest
element inL,maxg , can be obtained by iteratively finding the
maximum values in a sequence of lists, each one generated by
removing from the previous list the largest elements:

maxg = max(L \maxg−1
1 ) (1)

where maxg−1
1 = (max1,max2, . . . ,maxg−1) is the list of

g − 1 previously identified maximum values. According to
(1), repetitions of the same value in a list leads to multiple
extractions of the same value.
Using the same notation, the equivalent problem can be de-
fined for the search of the minimum value of order g: ming =

min(L \ming−1
1 ).

A new architecture is proposed to efficiently solve this
problem. The proposed solution is scalable with respect to
order g, number of elements in the input list k, and bit width
n. The closely related work is briefly reviewed in Section 2.
The proposed architecture is given in section 3, together with
synthesis results and comparisons with similar implementa-
tions. Finally, the mapping of the same architecture on QCA
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(Quantum Cellular Automata) technology is presented in Sec-
tion 4. Final conclusions are drawn in Sections 5.

2. PRIOR WORK

The most important circuit topologies proposed for the
first max/min search [14] are: Array Topology (AT), Row
Topology (RT), Selection Topology (ST), Traditional Binary
Tree (TBT), Parallel Binary Tree (PBT), Multi-Level (ML),
Leading-Zero Counter (LZC) and Array Based (AB). AT
works as a filter in which all candidates are examinated in
parallel from MSB to LSB, in order to progressively reduce
the number of candidates at each bit-slice. RT can be seen as
a single AT row used serially multiple times, with proper reg-
isters to store results. ST operates on bit-slices and, at each
iteration, only good candidates are taken and passed to the
following refined selection process. In TBT topology, simple
blocks composed by a multiplexer driven by a comparator
are connected in a binary tree configuration. To reduce the
overall propagation delay of TBT, the partial carry evaluated
by the comparator is used in a binary single bit multipler tree.
This Parallel Binary Tree (PBT) achieves relevant speed-up,
due to the fact that the descendant block can start comparison
before the end of comparison in the predecessor.
Array based (AB) topology explicitly evaluates the greater
of all possible combinations of inputs. In ML [18], inputs
are divided in separate groups and the winner in each group
is determined; then, a parallel comparison similar to AB is
applied. LZC [18] is made of two cascade stages. In the
1st stage, value of the maximum is determined, while, in the
2nd stage, the address of the maximum is computed. In the
1st stage, each one of k elements is converted into a 2n-bit
one-hot code. Then, a bit-wise OR operation is applied on
these k 2n-bit elements to obtain a 2n-bit vector, in which the
position of the first one gives the searched value.
Tree–like structures are used in [15] to find the first two
max/min values in a set of k elements: the obtained results
exhibit remarkably small area and delay. In [16], a large vari-
ety of low latency architectures for solving the same problem
are given. The considered solutions include radix–2, radix–3
and mixed radix approaches, which cover a wide spectrum of
possible area–speed trade–offs.

The cited works do not address the search of the generic
gth max/min value, which is the specific target of this paper.
The proposed solution can be considered as a modified LZC
architecture, extended to handle any generic g. Moreover this
architecture can be easily scaled to cover wide ranges of k,
n and g, or pipelined, according to the specific performance
goals required (eg. timing, area, etc.).

3. PROPOSED ARCHITECTURE AND SYNTHESIS

The proposed architecture (PA) is based on the idea of com-
paring in parallel the received k values, x0, x1, . . . xk−1,

against all possible binary values, for 0 to 2n − 1. From the
comparisons, a thermometric representation is derived for
each incoming value: said xi the i− th input, the correspond-
ing thermometric representation is ci,0, ci,1, ci,2, . . . , ci,2n−1

where bit ci,j is equal to 1 if xi > j and 0 otherwise, with
j = 0, 1, 2, . . . , 2n − 1. The generation of the thermomet-
ric representation for the k inputs is performed by the first
block, COMP, in the high level architecture given in Figure
1 (details in Figure 1-(a)). Starting from the thermometric
representation, the number of inputs larger or equal to value
j is derived and compared to g. This task, performed by unit
MUX SEL in Figure 1-(b), where output selgj is equal to 1 if
the number of received inputs that pass threshold j is larger
or equal to g. Algebraically, this condition can be stated as

sel1j = c0,j + c1,j + c2,j + . . .+ ck−1,j

sel2j = c0,j · c1,j + c0,j · c2,j + . . .+ c0,j · ck−1,j+
c1,j · c2,j + c1,j · c3,j + . . .+ c1,j · ck−1,j+
. . .+ ck−2,j · ck−1,j

sel3j = c0,j · c1,j · c2,j + c0,j · c1,j · c3,j + . . .+
c0,j · c1,j · ck,j + c1,j · c2,j · c3,j + . . .+
c1,j · c2,j · ck,j + . . .+ ck−3,j · ck−2,j · ck−1,j

(2)
Complexity of (2) grows linearly with k, as parallel prefix
approach can be adopted to efficiently calculate partial terms
with no repetitions. For example, in the g = 2 case, (2) can
be rewritten as

sel2j = ck−2,j · ck−1,j + ck−3,j · Sk−1,k−2+
ck−4,j · Sk−1,k−3 + . . .+ c0,j · Sk−1,0

(3)

where Sk,l =
∑l

h=k ch,j = Sk,l−1 + cl,j . Calculation of
selgj for large g can be organized in similar recursive way, so
obtaining a linear growing of complexity with k.

Selection bits generated by MUX SEL unit are finally
used to control a bank of multiplexers, which propagate the
g− th maximum to the output. A linear multiplexer structure
is shown in Figure 1-(c), where each stage receives one of
the 2n possible values and the corresponding selection signal
selgj . Shorter latency is provided by better organization of the
multiplexer, e.g. a tree like structure may reduce the latency
from 2n to n.

The bit based approach adopted in the architecture design
leads to an area complexity growing fast with the data bit
width. On the contrary, complexity depends on the number
of elements k in a much weaker way. In particular, the area
complexity and combinational delay can be expressed as

A(k, n, g) = O(g · 2n · (n+ k))
D(k, n) = O(log2(k) + log2(n) + n)

(4)

Based on (4), we can state that the proposed architecture is ef-
ficient for applications characterized by quite a low bit–width
and a large set of elements. As an example, belief propagation
decoding can be used for LDPC codes with small n (between
6 and 8) and k depending on node degree, which can be 32
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Fig. 1. Overall architecture (a), and main units: parallel com-
parators (b), generation of select signals(c), multiplexers (d)

or more. To compare the potential of the described solution
against alternative architectures, two recent implementations
have been considered: one of them [14] extracts the first max-
imum from the assigned list and it is used to make comparison
in the g = 1 case, while the second implementation [16] finds
the first two maximum values and allows for a comparison in
the g = 2 case. Comparisons are given in Table 1,

The proposed architecture has been described using
VHDL, validated for a wide range of n, k and g, and fi-
nally synthesized using the Z-2007.03-SP1 version of Synop-
sys Design Compiler and typical standard cell library 90nm
CMOS technology. Collected synthesis results for both area
and delays are reported in Figure 2, where n = 8, g = 2 and
k ranges between 8 and 20. The shown results confirm the
general high level estimations in (4).

The reported delay values are related to the fully combi-
national version of the architecture, which is able to process
one elements list per cycle and return the wanted gth element
in the same clock cycle. A pipelined version of the archi-
tecture has also been generated, to increase the processing
throughput, at the cost of a longer latency: due to the regu-

Fig. 2. Post synthesis area(left axis) and delay (right axis)
results for g = 2, n = 8.

lar feed–forward structure of the architecture, the pipelined
version can reach a clock period as low as 0.32 ns, when syn-
thesized on the same 90 nm technology.

4. QCA IMPLEMENTATION

We implemented the proposed architecture on an emerging
technology, Quantum Dot Cellular Automata [19], using the
method we applied in [20] and [21]. The aim was to ver-
ify to what extent improvements can be derived by the use of
emerging technologies instead of scaled CMOS transistors. In
QCA technology identical bistable cells are used to represent
logic values. Information propagation is driven by the interac-
tion among neighbor cells. There are two main implementa-
tions of this principle: NanoMagnet Logic (NML) [22] where
the basic cell is a single domain nanomagnet (Fig. 3.A) and
Molecular QCA [23] which uses complex molecules instead.
The former is promising for its low power consumption [22],
the second is is expected to reach, theoreticallly, very high
clock frequency: about 1 THz [23]. Circuits are built aligning
cells on a plane. An example of NML circuit is shown in Fig.
3.A, where magnets are 50x100 nm2. Molecular QCA cir-
cuits have a similar structure. Cells are driven in an intermedi-
ate (RESET) state with the help of an external force, which is
a magnetic field or a mechanical strain for NML technology,
while an electric field is required for molecular QCA. When
the external mean is removed cells switch in the correct state
(Fig. 3.A). The maximum number of cells that can switch
without computational errors due to thermal noise is limited.
Circuits are therefore divided in small areas (clock zones) in-
cluding a limited number of cells Fig. 3.B). The same clock
signal is applied to each zone, but with a phase difference
of 120◦. This assures the correct signals propagation. This
characteristic gives the circuit an intrinsic pipelined behavior.
Every group of three consecutive clock zones has a delay of
a exactly one clock cycle. This feature can be exploited to
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Table 1. Comparison of proposed architecture and alternative solutions for g = 1, 2.

PA AB[14]
Time delay Area complexity Time delay Area complexity

m = 1, g = 1 O(log2(k) + log2(n) + n) O(g · 2n · k + 2n · n) O(log2(k) + log2(n)) O(k2 · (n+ 1) + k)
MRA level=1 [16]

m = 2, g = 1, 2 O(log2(k) + log2(n) + n) O(g · 2n · k + 2n · n) O(log2(n) + 4log2(k)) O(k2 · n+ 4k)

Fig. 3. A) NanoMagnet Logic (NML). Single domain nanomagnets represent logic values ’0’ and ’1’. A clock mechanism
is used to switch magnets from one state to the other. B) Circuits are divided in small areas (clock zones) made by a limited
number of elements. At each clock zone a different clock signal is applied. This mechanism is used to develop a behavioral
model written in VHDL. Registers emulate the propagation delay while ideal logic gates model the logic functions. C) Block
schematic of the QCA circuit. D) Detailed layout of a multiplexer.

write a behavioral model of QCA circuits [24]. Registers em-
ulate the propagation delay while ideal logic gates represent
the logic function. This model can be described using VHDL
language. Further details on the model and QCA technology
can be found in [24], [22] and [23].

Figure 3.C reports the block schematic of the circuit im-
plemented using QCA, while Figure 3.D shows the detailed
layout of a multiplexer. The multiplexer is implemented with
nanomagnets, but the molecular version has a similar layout.
Simulations results are reported in Table 2. The NML version
has a significant advantage over the CMOS implementation in
terms of power, but it is slower and the area is much bigger.
The molecular implementation reaches a very high frequency
and the circuit is extremely small, but at the cost of an in-
creased power consumption. Data from CMOS are estimated
starting from the synthesis on the 90 nm technology node with
the help of the ITRS roadmap.

Table 2. Area, power and frequency estimation
Case: Nbit=8 Area Power Clock

and K=8 (µm2) (mW) (GHz)
NML 52560 0.119 0.1

Mol. QCA 63 351 1000
CMOS 21nm 2312 0.89 0.488

5. CONCLUSIONS

In this paper high speed architecture for finding generic
max/min values and their addresses is presented. The pro-
posed solution extends previous works on LZC architectures
and shows by experimental results that PA achieves lower
period than other architectures, to the best of authors knowl-
edge. Nevertheless area cost are not negligible. We have
also demonstrated that the use of emerging technologies,
like QCA, gives considerable advantages in terms of power
consumption or clock frequency.
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