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ABSTRACT

Real-time multi-class object detection becomes popular for
various applications such as vehicle vision systems, computer
vision and image processing. Boosted cascades achieve fast
and reliable object detection for one object class, but require
parallel usage of multiple cascades for multi-class detection.
The multi-class capable cascade splits the root-cascade into
sub-cascades iteratively until each sub-cascade contains one
class. That requires a huge number of classifiers in the gener-
ated hierarchy of interlinked cascades. In this paper, we pro-
pose a boosted multi-class object cascade that only splits one
class object from the upper-level-cascade when building the
sub-cascades. Since only once class object is split so we can
reduce the number of classifiers in each stage. From the sim-
ulation results, the boosted multi-class object detection can
reduce 46% weak classifiers compared to the multi-class ca-
pable cascade for the MIT CBCL database. The proposed
method achieves high detection rate(95.54%) and low false
positive rate(1.94%). We implement our proposed algorithm
with a parallel architecture to accelerate the detection opera-
tion using TSMC 90nm CMOS technology. The implemen-
tation results show that the design achieves an operation fre-
quency of 100MHz of processing images of 30 fps with size
160 x 120.

Index Terms— Multi-class Object Detection, weak clas-
sifiers, Boosted Cascade

1. INTRODUCTION

Object detection is an important operation for many applica-
tions. For example, with the development of automotive elec-
tronic technology, detecting various objects and warning the
driver of potential dangers becomes one feasible automotive
tasks. In automotive systems, object detection has to be both,
reliable and fast [1].

Object detection in machine learning generally is divided
into two categories: the generative and discriminative model.
Generative classifiers learn a model of the joint probability,
p(z,y), of the inputs x and the label y. The Bayes rules are
used to calculate the predictions p(y|z) and the most likely
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label y. Discriminative classifiers model the posterior p(y|x)
directly, or learn a direct map for inputs z to the class labels
(e.g., AdaBoost, SVM).

The probability boosting tree [2] [3], the multi-class capa-
ble cascade [1], and boosted cascade [4] [S] belong to the dis-
criminative model for multi-class object detections. However,
one of the main problems for multi-class object detection is
the huge number of weak classifiers required during detec-
tion process. For the Probability Boosting Tree (PBT) [2] [3],
the PBT automatically constructs a tree in which each node
combines a number of weak classifiers into a strong classi-
fier (conditional posterior probability) in the learning stage.
In the testing stage, the conditional probability is computed at
each tree node based on the learned classifier, which guides
the probability propagation in its sub-trees. The top node of
the tree therefore outputs the overall posterior probability by
integrating the probabilities gathered from its sub-trees. How-
ever, huge amount of weak classifiers in PBT are needed, so
it requires large memory during implementation.

The multi-class capable cascade (MCCC) method [1]
discriminate multiple classes against background in the first
stages of the cascade. each classifier is trained with Adaboost
to select the shared features. The final multi-class capable
cascade consists of a hierarchy of interlinked cascades [1].
The root-cascade is split into sub-cascades that can be re-
sponsible for one or more object classes. Splitting is repeated
until each class is represented by its own sub-cascade. A
large number of weak classifiers and stages are needed due to
parallelism.

The boosted cascade algorithm is the extension of the Ad-
aBoost algorithm that selects a small number of critical visual
features from a larger set and yields extremely efficient classi-
fiers [4] [5]. The boosted cascade algorithm, minimizing the
number of weak classifier and achieving high detection rate
and low false positive rate, compared to above other two al-
gorithms. However, the traditional boosted cascade is used
for a single class object detector.

In this paper, we combine the concept of the boosted
cascade and multi-class capable cascade to achieve real-time
multi-class object detection with reduced number of classi-
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fiers. With our proposed boosted multi-class object cascade,
we reduce the number of weak classifiers by 46% in MIT
CBCL database. The implemented boosted multi-class object
cascade chip achieves an operation frequency of 100MHz
when processing images of 30 fps with size 160 x 120 with
core area of 1.21 mm?.

The rest of this paper is organized as follows. Section
II introduces the boosted multi-class object cascade detec-
tion. In Section III, we present the performance evaluation
and memory cost analysis. Section IV presents the hardware
architecture and implementation results. Section V gives a
brief conclusion.

2. BOOSTED MULTI-CLASS OBJECT CASCADE
(BMCOC)

2.1. Overall Flow

To detect multi-class object, multiple instances of different
cascades are necessary. This increases computation time with
every new requested object class. The fundamental idea be-
hind the multi-class capable cascade [1] is to discriminate
multiple classes against background in the first stages of the
cascade. Fig. 1 (a) shows the structures of the MCCC.The
final multiple object capable cascade consists of a hierarchy
of interlinked cascades. After jointly examining the stages,
the root-cascade is split into sub-cascades. Each sub-cascade
can be responsible for one or more object classes. To separate
each object class from all others, splitting is repeated until
each class is represented by its own sub-cascade.

(b)

Fig. 1. (a) MCCC structure and (b) Boosted Multi-class Ob-
ject Cascade Structure.

We propose a boosted multi-class object cascade that
only splits one class object from the upper-level-cascade
when building the sub-cascades. Since only once class object
is split so we can reduce the number of classifiers in each
stage. The boosted multi-class object cascade (BMCOC) is
shown in Fig. 1(b). The boosted cascade in all nodes that can
easily remove negative samples to achieve high accuracy.

In the training stage, AdaBoost is used to select the weak
classifiers for each stage. Similar to the MCCC, we discrimi-

nate multiple classes against background in the first stages of
the cascade. Using positive samples of all object classes in the
first stage of the cascade allows AdaBoost to extract represen-
tative weak learners for all classes at once. The chosen weak
learners share common features for discrimination against the
background. After removing the negative background images
in the root-cascade, we extract one class object in the next
stage cascade. The positive samples of one sub-cascade are
explicitly used as negative samples for all other sub-cascades.

In the testing stage, we define a search window with dif-
ferent size and aspect ratio. Then the window scans through
a testing image with a moving step size. Fig. 2 shows the al-
gorithm of the BMCOC. Harr-like feature of the sub-window
is extracted based on the learned weak classifiers at each cas-
cade and the strong classifier is calculated from a few weak
classifiers. The hypothesis is calculated and used for detec-
tion judgement. At the root-cascade, all negative images are
removed as much as possible. At the next stage, a hypothesis
is calculated and formed to detect one class object. If a hy-
pothesis reaches a split, this hypothesis is used to detect one
class object. If the result does not belong to the class object,
then the process moves on the next sub-cascade for other class
objects until it reaches the end of the cascades.

> Integral image and Harr-like feature extraction on the sub-window of the
test image
>  Caleulate weak classifiers (h;;(v;)) and the strong classifier (5 (17)) on
the node and class estimation
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Fig. 2. The boosted multi-class object cascade detection al-
gorithm.

2.2. Performance Evaluation

Here we use MATLAB as the software simulation tool. In
the training procedure, the rectangle feature set and a train-
ing set, including 4140 car samples, 4161 pedestrian samples,
4575 traffic sign samples, and 15000 negative samples, are
used to train multiple object detection. In the testing proce-
dure, the databases, including MIT CBCL car database, MIT
CBCL pedestrian database, and GTSRB traffic sign database,
are used to compare detection rate and false positive rate.
The MIT CBCL car database has 516 images with size of
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128 x 128. The number of images in the MIT CBCL pedes-
trian database, and the GTSRB traffic sign database are 924
of size 64 x 128 and 1000 with scalable size.

According to the MCCC algorithm, the single stage cas-
cade removes negative objects in the root node and the par-
allel cascades are used to perform multiple object detection
in following nodes. The total number of weak classifiers is
690 with 25 stages for MIT CBCL car database. Table 1 is
the comparison of MCCC and our proposed BMCOC. The
comparisons in Table 1 include number of weak classifier,
number of stage, detection rate and false positive in different
databases. Our boosted structure reduces the number of weak
classifiers with fewer stages and has higher detection rate and
lower false positive rate in different databases.

Table 1. The comparison between MCCC and BMCOC.

MCCC BMCOC
Number of weak classifiers 690 369
Number of stage 25 15

Detection rate (Car)
False Positive rate (Car)

94.38% (487/516)
3.1% (16/516)
91.88% (849/924)
7.14% (66/924)
97.2% (972/1000)
2.3% (23/1000)

95.54% (493/516)
1.94% (10/516)
93.72% (866,/924)
5.52% (51/924)
98.3% (983/1000)
1.7% (17/1000)

Detection rate (Pedestrian)

False Positive rate (Pedestrian)

Detection rate (Sign)

False Positive rate (Sign)

In the MCCC algorithm, it reduces computation time
and achieves multiple object detection; however, a large
number of weak classifiers and stages is needed. Our pro-
posed boosted multi-class object cascade structure reduces
the number of weak classifiers to 369 for the car database and
decreases the stage number to 15. Our proposed BMCOC
has higher detection rate and lower false positive rate than the
MCCQC in different databases.

PASCAL car database [6] and Penn-Fudan pedestrian
database [6] are also used to test the boosted multi-class ob-
ject cascade. Fig. 3 shows the simulation results and the
detected objects are marked as white blocks. The detection
rate of this system achieves 93.75% with 6.25% false posi-
tive rate for the car database and 93.27% detection rate with
5.64% false positive rate with pedestrian database.

The memory cost is one of the most important issue be-
cause it influences the area, power, and speed. We compare
the memory cost of multiple object detection methods in Ta-
ble 2. The difference between the MCCC and the BMCOC is
the number of weak classifier. The memory size of the weak
classifier is calculated by the number of feature information
bit x the number of weak classifier. The number of feature
information bit is set to 41 in our simulation case. Our pro-
posed method reduced the memory buffer to 13.161 x 10? bits
compared to the original MCCC method.

()

Fig. 3. The simulation result (a) PASCAL car database and
(b) Penn-Fudan pedestrian database.

Table 2. The memory cost comparison with image size of

160x120)
Memory type MCCC BMCOC
Frame buffer 153.6 x 10% bits | 153.6 x 10° bits
Integral images 4096 bits 4096 bits

15.129 x 10 bits
172.825 x 107 bits

28.29 x 103 bits
185.986 x 10° bits

Total weak classifiers

Total memory

3. HARDWARE IMPLEMENTATION

The overall architecture of our proposed boosted object de-
tection process is shown in Fig. 4. There are two main units
in the system, the integral image processing unit and the cas-
cade detection unit. The integral image processing unit stores
a sub-window (16 x 16) of the input image in the frame buffer.

The integral image calculator then computes the integral
values of the sub-window image and stores the results in the
integral buffer. The cascade detection processing unit stores
the weak classifiers in ROMs. The Haar-like feature extractor
extracts reference points based on features stored in the weak
classifiers, and the cascade feature detector then updates the
feature value and compares it with the expected values stored
in the weak classifiers until it detects a row of sub-windows.
After detecting all sub-windows, the image is down-sampled
to a smaller size and scanned from the beginning. The pro-
cesses are repeated until the down-sampled image is smaller
than 16 x 16 [10] [7].

The main challenges of this architecture are the large stor-
age requirements for the number of weak classifiers, and the
processing time required for feature access and detection. We
exploit the boosted multi-class object cascade to reduce the
number of weak classifiers and exploit the parallel processing
structure to increase processing speed for the cascade detec-
tion. We add a classifier selection signal to achieve multiple
object detection in cascade detection unit.
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Table 3. Comparison of different boosted cascade detection system.

Design reference | Technology (nm) | Freq (MHz) | Total area(mm?) | Speed (fps) | Frame size | Detection rate | Database
This work TSMC 90 100 2.4336 30 160 x 120 93% Car
[71 TSMC 180 83.3 5.0625 190 160 x 120 91% Face
[8] CMOS 90 54 2.1 8 320 x 240 81% Face
9] TSMC 65 800 88 133 320 x 240 95% Face
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Fig. 4. The boosted multi-class object cascade detection ar-
chitecture.

The object detection architecture is synthesized and runs
at the clock rate of 100 MHz. Three ROMs are used for the
storage of the weak classifiers, and the sizes for each on-chip
ROM is 128 x 41 bits.

The proposed object detection architecture executes the
auto place and route with soc encounter under TSMC 90nm
CMOS technology and the results are summarized in Table 4.
The core size is 1.21mm?2. The on-chip memory is 1968 bytes
for three synchronous ROM files. This design can operate at
100 MHz and process 160 x 120 gray scale images at speeds
of up to 30 fps with a higher detection rate (93%)than [8]. Fig.
5 shows the layout of the proposed design with staggered 10
pads.

Table 4. The specification table.

Name Design and Implementation of Boosted
Multi-class Object Detection
Technology TSMC 90 nm
Chip Size (Core Only) 1.1 x 1.1mm?
Chip Size (With Bond) 1.56 x 1.56mm?
Gate Count 395,967
On-chip Memory 41bits x 128 x 3 = 1968 bytes
Synchronous ROM Files
Speed 100 MHz @ 160 x 120
Power 37.3869 mW
Test Coverage 95.3%
Number of Input Ports 82 (PDIDGZ_33)
Number of Output Ports 18 (PDO02C DG _33)
Number of Total Ports 100
Package CQFP100

Table 3 compares the performance of the object detec-
tion system and other boosted cascade detection designs in
databases of different object types. We achieve higher detec-
tion rate and operation frequency compared to [8] in the 90nm
technology.

Fig. 5. Layout of the design; the chip core size is 1.1 x
1.1mm?2.

4. CONCLUSION

In this paper, we we propose a boosted multi-class object cas-
cade that only splits one class object from the upper-level-
cascade when building the sub-cascades. Since only once
class object is split so we can reduce the number of classifiers
in each stage. We implement the multiple object boosted cas-
cade detection in TSMC 90nm technology. The experimental
results show that the BMCOC achieves high detection rate
(95.54%) and low false positive rate (1.94%) in MIT CBCL
car database. This design can achieve operation frequency of
100MHz, processing images of 30 fps with size 160 x 120,
and with core area of 1.21 mm?. Finally, the multiple object
boosted cascade achieves higher detection rate (93%) and op-
eration frequency (100 MHz) compared to [8].
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