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ABSTRACT

We present a method for calibrating a distributed microphone array
using time-of-arrival (TOA) measurements. The calibration encom-

passes localization and gain equalization of the microphones, which

are both important in applications such as beamforming. The avail-

ability of accurate TOA measurements between the microphones and
a set of spatially distributed acoustic events is pivotal to the calibra-

tion task. We propose to use a moving acoustic source emitting a cal-

ibration signal at known intervals. We then show that the TOAs and

the observed signals can be used to estimate the gain differences be-
tween microphones in addition to the more established microphone

localization. Finally, we provide experimental results with simulated

and real measured data to demonstrate that our approach facilitates

accurate TOA measurements and hence, accurate localization and
gain equalization, even in reverberant and noisy conditions.

Index Terms— microphone localization, array calibration

1. INTRODUCTION

Microphone arrays can be used to capture speech and audio sig-

nals in adverse acoustic environments [1–3]. The microphone sig-

nals may be processed and combined in order to focus on a sig-

nal originating from a particular location with respect to the mi-
crophones while suppressing signals from all other locations. This

results in reduced noise and reverberation compared to an unpro-

cessed, single-microphone observation. A common approach to

microphone array processing is beamforming and while there is a
plethora of beamforming techniques [4], there are two common re-

quirements for these to operate correctly: (i) the relative locations of

the microphones must be known and (ii) the microphones must be

calibrated [3, 5]. Furthermore, it may not always be feasible to mea-
sure manually the inter-microphone distances and to carefully select

and calibrate the microphones as, for example, in ad-hoc microphone

arrays. Therefore, an automatic procedure is preferred.

Several methods for localization of microphones and acoustic

sources exist, majority of which rely on time-of-arrival (TOA) mea-

surements from spatially distributed acoustic events [6–12]. Some

alternatives such as time-difference-of-arrival (TDOA) [8, 13], sig-

nal energy [14, 15] and the diffuse noise field coherence [16] have
also been explored. It has also been shown that gain calibration is

important for several beamforming algorithms and some algorithms

for automatic gain calibration have been proposed [5, 17, 18].

Despite the existence of many TOA-based localization methods,

there has been relatively little discussion on how to obtain accurate

TOA measurements in practice, and errors in such measurements are

typically modelled as additive measurement noise. There are three
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specific issues to consider for TOA measurements, which were high-
lighted in [8, 12]. First, the TOA for a specific acoustic event must

be identified correctly between all microphones. Second, the onset

time of the acoustic event – the time at which the acoustic source

begins transmitting the sound, and the internal delay – the time from
that the sound reaches the microphone to that it is registered as re-

ceived by the device must be identified. In [8] it is proposed to use

chirps or maximum length sequences (MLSs) to identify the acous-

tic events; the onset times are estimated under the assumption that
each microphone is associated with an acoustic event occurring in its

proximity while the internal delays are measured manually. In [12]

an algorithm was presented that is able to estimate the onset times

and the internal delays from the measured TOAs directly.
In this paper, we show that a complete calibration of a distributed

sound acquisition system can be achieved provided that accurate

TOAs measurements are available. We propose to use a small de-

vice such as a mobile phone to emit a calibration signal from which
the TOAs are obtained. The signal is emitted at known intervals

and it will be shown in Sect. 3 that this determines the source onset

times. We then derive a simplified version of the algorithm in [12]

to estimate the internal delays. It will also be shown that such a

controlled source facilitates the design of a calibration signal that
it is robust to noise and reverberation. We demonstrate the use of

the measured TOAs for two different purposes. In Sect. 4 we use

these to localize the microphones. More importantly, in Sect. 5 we

show that the TOAs can be used in conjunction with the observed
calibration signals to estimate the relative gain differences between

the microphones. Thus, our approach provides complete calibration

for a distributed microphone array and it’s performance will be sup-

ported by several experimental results in Sect. 6. In the following
Sect. 2 we begin by formulating the problem.

2. PROBLEM FORMULATION

Consider a 3-dimensional space where J calibration signals

sj(n) originating from different and unknown locations sj =
[sx,j sy,j sz,j ]

T are captured by I microphones at unknown loca-

tions ri = [rx,i ry,i rz,i]
T . The signal from source j to microphone

i can be written

xij(n) = Gi (hij(n) ∗ sj(n) + νij(n)) , (1)

where hij(n) is the acoustic impulse response (AIR) and νij(n) is

additive measurement noise and ∗ denotes convolution. Each micro-

phone has an associated unknown gain, Gi.
The objective of this work is threefold: (i) to extract accurately

the TOAs between the calibration signal and the microphones from

the observed signals xij(n); (ii) to use the TOAs to calculate the

relative microphone locations ri, and (iii) to use the TOAs and the
observed signals xij(n) to estimate the microphone gains Gi.
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3. TOA ESTIMATION

Accurately measured TOAs form the foundation in auto-localization

of distributed systems [19]. TOA measurements are obtained from

the observed signals xij(n) and the measured TOA of the jth acous-
tic event at microphone i is

tij = c−1‖ri − sj‖+ τj + δi + εij , (2)

where c is the speed of sound, ‖ · ‖ denotes Euclidean norm and εij
is measurement noise, δi is the ith microphone internal delay and τj
denotes the onset time of the jth acoustic event.

For localization, we are interested in the true TOAs, t̂ij =
c−1‖ri − sj‖. Therefore, the source onset times and the internal

delays must be compensated for and the measurement error must be

kept to a minimum. In the following, we describe a robust approach

to achieve this by using a calibration signal from a moving source.

3.1. Calibration signals

We assume that a small portable device capable of audio playback,

such as a mobile phone, is available for this procedure and that the
microphones have a line of sight of the audio source at all times. A

sequence of calibration signals is produced by the audio source at

intervals Tp, while the device is moved (e.g., by a waving motion

with a phone) and the signal is captured by the microphones. If the
duration of the individual calibration signals in the sequence is short

relative to the velocity of the moving source, each occurrence sj(n)
can be treated as an acoustic event with distinct location sj and onset

time τj = τ1+jTp. Substituting τj with τ1+jTp in (2), we see that
we can correct for the source onset times by subtracting the known

jTp from the observed TOAs. If we further set the onset time of the

first acoustic event as the time origin, i.e., τ1 = 0, we get that

tij = c−1‖ri − sj‖+ δi + εij . (3)

Using a calibration signal has several properties that improve the

accuracy of microphone and source localization. Firstly, we have
already seen that it eliminates the unknown acoustic source onset

time. Secondly, it allows a large number of acoustic events to be

generated in a short period of time. Lastly, the excitation signals

sj(n) can be chosen to facilitate accurate TOA measurements.

A question that arises then is what signal to use for sj(n). The

requirements based on the above discussions are that the measure-

ment should be robust to additive noise and reverberation and the
signal should be of short duration (compared to the velocity of the

sound source). Three possible candidate signals are: (i) a unit im-

pulse; (ii) a time-stretched pulse (TSP) as defined in [20] – this is

normally used for measurement of AIRs and has the desirable feature
that the pulse can be much shorter than the length of the AIR; (iii) a

Gaussian modulated sinusoidal pulse (GMSP) – a pulse that is max-

imally localized in both time and frequency. One advantage of a fre-

quency localized pulse is that it can be centred on the spectral region
where the microphone characteristics can be assumed favourable.

3.2. TOA extraction

The TOAs must be measured from the observed signals xij(n). One
alternative would be to detect the onsets of the sounds [21, 22]. The

advantage of this is that the line of sight between the source and

the microphone is not required, however, finding the onsets is not

straightforward and can be very sensitive to additive noise [22]. In-
stead, we measure the TOAs using peak picking as follows.

The received signals (except for the unit impulse) are post-

processed using a matched filter, hmf,j(n), which is the time-

reversed version of the excitation signal, hmf,j(n) = sj(−n), and
the TOAs tij are extracted. First, the input signal xij(n) is pro-

cessed in non-overlapping frames of Tp s and the peak of highest

power is selected in each frame; these form the candidate TOAs.

Then the J peaks with highest energy are chosen from the candi-
dates in the previous step. In the case of the TSP, the matched filter

is equivalent to the inverse filter of the sequence and it results in an

impulse (leaving the AIR). For the GMSP, it results in a peak at

maximum correlation between the two signals. In general matched
filtering also efficiently suppresses uncorrelated additive noise; the

amount of noise suppression increases with sampling frequency and

with filter length [23].

3.3. Internal delay estimation

The TOAs obtained from Sect. 3.2 are accurate up to an internal

delay. An algorithm to estimate internal delays and source onset
times was proposed in [12]. However, the source onset times are

now determined through the use of a calibration signal and only the

internal delays need estimating. This leads to a simplified version of

the algorithm with faster convergence as described in the following.
Let us assume, without loss of generality, that c = 1 and also

that the TOAs have been extracted correctly (up to an internal delay)

so that εij = 0. Squaring both sides of (3), subtracting the equation

for i = 1 then subtracting the equation for j = 1 we obtain [11]

−(ri − r1)
T (sj − s1) = 0.5(t2ij − t21j − t2i1 + t211)

− δi(tij − ti1) + δ1(t1j − t11), (4)

i = 2, . . . , I, j = 2, . . . ,J . We can further write (4) as

−R̄S̄
T = T+A(δ), (5)

where R̄ is the (I − 1) × 3 location matrix of the microphones

relative to r1, S̄ is the (J − 1) × 3 location matrix of the acous-

tic events relative to s1, Ti−1j−1 = 0.5(t2ij − t21j − t2i1 + t211),

vec{A(δ)} = Wδ, δ = [δ1 δ2 . . . δI ]
T and W is a matrix com-

posed of terms (tij−ti1) and (t1j−t11); vec{X} defines an operator

that stacks the columns of a matrix into a column vector.

From (5) we can make the important observation that matrix
R̄S̄

T is at most of rank 3. Consequently, we use a two-stage iter-

ative algorithm as in [12] to estimate the internal delays δ such that

T̂ = T+A(δ(n)) is of rank 3. In the first stage we use the current

estimate of δ, δ(n) and keeping this fixed we find the best estimate

of R̄S̄
T by solving the following optimization problem

T
(n)
3 = argmin

T3

‖T̂(n) −T3‖F s.t. rank{T3} ≤ 3, (6)

where T̂
(n) = T + A(δ(n)) and ‖ · ‖F denotes the Frobenius

norm; T
(n)
3 is the best rank-3 approximation of T̂

(n) and hence,
the best approximation of R̄S̄

T (in the Frobenius norm sense).

The solution to (6) can be obtained using the Eckart-Young-Mirsky

low-rank approximation theorem [24]. Consider the singular value

decomposition (SVD) of T̂(n),

T̂
(n) = [U1 U2]

[
Σ1 0
0 Σ2

]
[V1 V2]

T , (7)

where Σ1 contains the 3 largest singular values and U1 and V1 are

the corresponding left- and right-singular vectors. The optimal rank-

3 approximation is obtained as

T
(n)
3 = U1Σ1V

T
1 . (8)
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In the second stage, we update the estimate of the internal delays as

δ
(n+1) = argmin

δ

‖E(n) −A(δ)‖2F + λ‖T̂(n)‖2F

=
W

+vec{E(n) − λT}

1 + λ
(9)

where E
(n) = T

(n)
3 − T and W

+ is the pseudo-inverse of W.

The additional term ‖T̂(n)‖F is introduced to increase the initial
convergence rate, but λ needs to be set to zero according to some

criterion to allow the algorithm to converge to the correct solution.

This is done by monitoring ‖T̂(n)‖F and setting λ = 0 when the
change between consecutive iterations is below a threshold. Simi-

larly, ‖E(n)−A(δ(n))‖F is monitored and the algorithm is stopped

when the change from one iteration to the next is below a threshold.

It was shown in [12] that this algorithm converges in terms of the

Frobenius norm when λ → 0. An alternative algorithm that uses nu-
clear norm regularization to solve the same problem was presented

in [25]. Note that in [12] there is an additional term in (5) which

propagates to (9) and thus, requires non-linear optimization in this

step (unless all internal delays are equal). In the above algorithm
these terms are not present, which improves the convergence rate of

the algorithm compared to [12].

4. MICROPHONE LOCALIZATION

With accurate estimates of the internal delays at hand, we can now

estimate the locations of the microphones (and the sources) by the

nonlinear least-squares (LS) criterion based on (3)

R̂, Ŝ, δ̂ = arg min
R,S,δ

I∑
i=1

J∑
j=1

((‖ri − sj‖+ cδi)− dij)
2 , (10)

where dij = ctij and we use c = 343 m/s. This optimization is

prone to local minima if not initialized carefully. Therefore, we ap-

ply the efficient method in [11] to obtain the initial values of the
microphone and source locations and we initialize the vector of in-

ternal delays with that estimated in Sect. 3.3.

5. MICROPHONE GAIN CALIBRATION

We now show how to use the estimated TOAs together with the re-

ceived signals to find the unknown gains Gi at each microphone. We

consider a free-field AIR and assume that the noise and the excita-

tion signals are uncorrelated. From (1) we can write the energy at

the ith microphone due to the jth acoustic event as

Ex,ij =
G2

iEs,j

d2ij
+G2

iEν,ij , (11)

where Es,j is the energy of the signal at the acoustic source at the jth

location, Eν,ij is the energy of the measurement noise, and dij =
‖ri − sj‖ = ct̂ij is the distance between the jth acoustic source and

the ith microphone. Note that we can use the TOA measurements or

the estimated source–microphone locations for the distance estimate.

We choose an arbitrary reference microphone, for example, the

first, i = 1. This leads to the following expression for the micro-
phone gains relative to the reference microphone

Ex,ijd
2
ij

Ex,1jd21j
=

G2
i

G2
1

(
1 + ζ−1

ij

1 + ζ−1
1j

)
, (12)
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Fig. 1. Estimation error in % correct TOAs to within ±1/2 sample

using (a) unit impulse, (b) GMSP and (c) TSP.
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Fig. 2. Gain estimates vs SNR and for different T60.

where ζij is the signal-to-noise ratio (SNR) for the jth source at the

ith microphone. Consequently, we can estimate the relative gains as

Gi

G1
=

1

J

J∑
j=1

√√√√ Ex,ijd2ij(1 + ζ−1
1j )

Ex,1jd21j(1 + ζ−1
ij )

, (13)

where we use the measured TOAs and the a priori knowledge of

the signal durations to evaluate the signal energies. The bias due to

noise is corrected by estimating the noise level at the microphones in
the intervals between the calibration signals, which are determined

by the TOAs. Note that the TOA estimation is independent of gain

differences. Interestingly, for spatially diffuse noise and for closely

spaced microphones where the SNR can be expected to be the same
across all microphones, noise will have little effect. Reverberation is

not considered here but its effects can be minimized by making the

excitation intervals Tp greater than the reverberation time.

6. EXPERIMENTAL RESULTS

We provide experimental results to demonstrate the microphone ar-
ray calibration method. First, we evaluate the TOA estimation using

different calibration signals. Second, we evaluate the internal delay

estimation algorithm. Finally, we use the measured TOAs for micro-

phone localization and gain calibration.

The observed signals were generated according to (1). We sim-

ulated an acoustic environment using the source-image method [26,

27] for a room with dimensions 6 × 5 × 4 m. The reverberation
time T60, was varied between 0 s (free-field) and 0.6 s in steps of

0.15 s. I = 8 microphones were positioned randomly within a

rectangular prism of 2 × 2 × 1 m in the centre of the room and

J = 30 sources were randomly distributed in a one meter cu-
bic space positioned at random in the room; ten different source-

microphone configurations were generated. Each source-point was

defined by the AIR hij(n) and emulates an instantaneous location

of the moving acoustic source. The calibration signal sj(n) was ei-
ther an impulse, a 1.33 ms TSP or a 1.33 ms GMSP emitted at an
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Fig. 3. (a) RMSE of the localized microphones and (b) % outliers

defined as ‖R− R̂‖ ≥ 0.01 m.
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SNR (dB)
T60(s)

0.00 0.15 0.30 0.45 0.60

0 102.93 119.90 153.28 331.82 202.11
5 58.23 89.15 107.34 151.64 125.88
10 0.77 0.80 1.57 2.13 2.84
15 0.60 0.60 1.06 1.68 1.96
20 0.51 0.59 0.99 1.50 1.99
25 0.54 0.52 0.96 1.16 1.96
30 0.47 0.48 0.94 1.26 1.94

Table 1. RMSE of internal delay estimates in ms.

interval of Tp = 0.1 s and a sampling rate of fs = 48 kHz. We
assumed white Gaussian additive noise for νij(n). The noise level

was adjusted with reference to the free-field unit impulse and with

respect to the weakest signal – the calibration signals for the largest

source-microphone distance – according to a desired SNR and was
then held constant for the other calibration signals; SNRs between

0 dB and 30 dB were considered. In this way, the weakest signal

for the impulse was completely obscured by the noise at SNR=0 dB.

Ten realizations of the noise signal were generated. Furthermore, a
random gain factor Gi varying between 0.5 and 1 and a random in-

ternal delay between 0 and 0.1 s was applied to each microphone.

The resulting signal was processed with a POTS filter limiting the

bandwidth; this was in order to emphasize the benefit of the GMSP,
which was designed such that its frequency band coincides with that

of the POTS filter. All results are presented as the average of the ten

source-microphone locations and the ten noise realizations.

Experiment 1: We evaluated the different calibration signals for

extracting the TOAs following the method in Sect. 3.1. The inter-

nal delays were assumed known for the purpose of this evaluation.

The minimum error depends on the sampling rate and is within one
sample. Thus, for each case we calculated the percentage correctly

identified TOAs within±1/2 sample. The results are shown in Fig. 1

(a)-(c) for the unit impulse, the GMSP and the TSP, respectively. It

can be seen that the GMSPs has the greatest tolerance to noise and
reverberation and all TOAs are extracted accurately down to 10 dB

SNR even with the simple extraction algorithm from Sect. 3.1.

Experiment 2: We used the measured TOAs with the TSP as
calibration signal to estimate the internal delays using the algorithm

from Sect. 3.3. Consequently, this included realistic measurement

errors εij in (2). The results are shown in Table 1, where we see that

acceptable estimates to within 3 ms are obtained for all reverberation
times and for SNR≥ 10 dB.

Experiment 3: We used the estimated TOAs to find the gains

relative to microphone i = 1 following the method from Sect. 5.
The results for different noise levels and reverberation are shown in
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Fig. 4. Localization with measured data using five microphones
(crosses) positioned on a table (dashed line). Estimated microphone

locations (circles) are accurate to within 2.9 cm.

Fig. 2. It can be seen that in the SNR range where the TOAs are

extracted correctly, the gains are estimated to an accuracy of 10−2

in terms of root mean squared error (RMSE).

Experiment 4: We used the complete measured TOAs to find

the locations of the microphones and the sources with the method

described in Sect. 4. The results in Fig. 3 (a) show the average es-

timation error over the cases where the algorithm converged to an
error lower than 0.1 m; the remainder of the results were classified

as outliers. Figure 3 (b) shows the percentage outliers as a function

of SNR and for different amounts of reverberation. Two important

observations can be made: (i) the localization is extremely sensi-
tive to errors in the TOA estimates and even one wrongly detected

TOA can result in wrong localization; (ii) when accurate TOAs are

obtained the localization is accurate to within 1− 4 cm.

Experiment 5: In the final experiment, we performed all of the

steps in the experiments above but we used five AKG C417 lapel mi-

crophones connected to an RME Fireface 800 through an RME Oc-
tamic II microphone preamplifier. The microphones were positioned

randomly on a table with dimensions 0.75×1.5 m in a quiet, mildly

reverberant room. A mobile phone was used as a sound source and

a pulse train with 50 pulses at Tp = 0.1 s intervals were produced,
while a waving motion was performed with the phone. An additional

random delay between 0 and 100 ms was added to each microphone

signal to simulate different internal delays. The outcome is shown

in Fig. 4. The microphones were localized to an accuracy of 2.9 cm,
while using the centralized clock resulted in an RMSE of 1.4 cm.

7. CONCLUSIONS

We demonstrated that accurate estimation of the TOAs is the key

to successful calibration of distributed microphone arrays. To ad-

dress this, we proposed a method for TOA measurements from spa-
tially distributed acoustic events using a calibration signal emitted at

known intervals by a moving acoustic source. We showed that this

eliminates the unknown source onset times and we derived an algo-

rithm to estimate the internal delays of the microphones. We also
showed that the calibration signal can be designed to provide robust-

ness to noise, reverberation and spectral characteristics of the micro-

phones and that the GMSP is a particularly good choice for this pur-

pose. Subsequently, we introduced a new method for gain calibration
based on the TOAs and showed that the relative gain differences of

the microphones can be estimated accurately even in the presence

of noise and reverberation. Finally, using both simulated and real

measured data, we demonstrated the use of the measured TOAs for
microphone localization resulting in an accuracy of 1− 4 cm.
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