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ABSTRACT

The signal-to-diffuse ratio (SDR), which describes the power ratio

between the direct and diffuse component of a sound field, is an

important parameter in many applications. This paper proposes a

power-based SDR estimator which considers the auto power spec-

tral densities obtained by noisy directional microphones. Compared

to recently proposed estimators that exploit the spatial coherence be-

tween two microphones, the power-based estimator is more robust at

lower frequencies given that the microphone directivities are known

with sufficiently high accuracy. The proposed estimator can incorpo-

rate more than two microphones and can therefore provide accurate

SDR estimates independently of the direction-of-arrival of the di-

rect sound. We further propose a method to determine the optimal

microphone orientations for a given set of directional microphones.

Simulations show the practical applicability.

Index Terms— signal-to-diffuse ratio, array signal processing,

directional microphones

1. INTRODUCTION

Sound fields in reverberant environments are often modeled as a sum

of a direct sound (e. g., generated by a point sound source) and re-

verberant sound. The power ratio between both components, usually

referred to as signal-to-reverberation ratio (SRR), represents an im-

portant measure in many applications, such as speech enhancement

and dereverberation [1, 2], parametric spatial audio coding [3], or

evaluation of beamforming performance [4]. In these applications, it

is paramount that the SRR is accurately estimated with a high tem-

poral and spectral resolution.

Usually, reverberation is modeled as a diffuse field and the

SRR is equivalent to the signal-to-diffuse ratio (SDR) describing the

power ratio of the direct and diffuse sounds. Recently, various meth-

ods have been proposed to estimate the SDR in the time-frequency

domain. Most methods are based on the spatial coherence between

two microphones. The authors of [5] consider the real part of the

complex spatial coherence between two omnidirectional micro-

phones and assume that the direct sound arrives at the broadside

of the array. In [6], the real and imaginary part of the spatial co-

herence between two omnidirectional microphones is considered

such that no specific assumption on the direction-of-arrival (DOA)

of the direct sound is required. The estimator in [7] is also based

on the coherence model but can use more than two omnidirectional
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microphones to estimate the power of the direct and diffuse sound.

In general, these coherence-based approaches suffer from a high

estimation variance at low frequencies since the omnidirectional

microphone signals are strongly correlated even if the sound field

is diffuse. This problem can be mitigated by employing directional

microphones as in [8], where the SDR is estimated based on the

spatial coherence between arbitrary setups of two first-order di-

rectional microphones. In order to provide unbiased results, the

estimator considers the self-noise of the microphones in the signal

model but assumes that the noise power spectral densities (PSDs)

are known. Unfortunately, the SDR estimation performance of [8]

depends strongly on the DOA of the direct sound. The authors

of [9] have proposed an approach for estimating the SDR which is

not based on the coherence model but considers the auto PSDs of

two beamformer signals. This estimator has outperformed [6] but

requires a microphone array which can provide two beamformers

with equal directivity pattern towards different directions (e. g., a

circular array of identical microphones). Moreover, the estimator

does not consider the self-noise of the microphones, which becomes

relevant at low frequencies where the white noise gain (WNG) of

the beamformers is small.

In this paper, a power-based SDR estimator similar to [9] is pro-

posed. In contrast to [9], the auto PSDs of two or more arbitrary

directional microphones are used. Compared to the coherence-based

approaches, the estimator is robust also at low frequencies given that

the assumed microphone directivities are accurate at the frequency of

interest. The estimator considers the self-noise of the microphones

in the signal model to provide unbiased results. The required noise

PSDs can be measured in advance or estimated together with the

SDR. Throughout the paper, we derive the optimal microphone ori-

entations for a given set of directional microphones which allows

us to obtain accurate SDR estimates independent of the DOA of the

direct sound. Simulation results show that the power-based SDR es-

timator can outperform the coherence-based estimators especially at

lower frequencies and for specific DOAs of the direct sound.

The paper is structured as follows: Section 2 introduces the sig-

nal model and formulates the problem. In Sec. 3, we derive the

power-based SDR estimator and optimal microphone orientations.

In Sec. 4, we evaluate the performance of the proposed SDR estima-

tor based on simulations. The conclusions are drawn in Sec. 5.

2. SIGNAL MODEL AND PROBLEM FORMULATION

We consider a sound field where the sound pressure S(k, t,d) in

an arbitrary point d in a Cartesian coordinate system at time instant

t and wavenumber k = 2πf/c (frequency f , speed of sound c)

is formed by a superposition of a direct component and a diffuse
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component, i. e.,

S(k, t,d) = Sdir(k, t,d) + Sdiff(k, t,d). (1)

The direct component Sdir(k, t,d) is modeled as a single plane

wave (far-field assumption) with DOA expressed by the unit-norm

vector ndir(k). We assume that the power of the direct component

φdir(k, t) = E
{
|Sdir(k, t,d)|

2
}

(2)

is independent of d, which is a reasonable assumption if the con-

sidered positions d are sufficiently close. If multiple sources (e. g.,

talkers) are active at the same time, the source signals must be suf-

ficiently sparse (i. e., the signal overlap must be sufficiently small)

such that the single-wave model in (1) holds. This assumption nor-

mally holds for speech signals in the time-frequency domain [10,11].

The diffuse component Sdiff(k, t,d) corresponds to a sound field

that is assumed spatially isotropic, meaning that the sound arrives

with equal strength from all directions, and spatially homogeneous,

meaning that its mean power

φdiff(k, t) = E
{
|Sdiff(k, t,d)|

2
}

(3)

does not vary with d. In the following, Sdir(k, t,d) and Sdiff(k, t,d)
are assumed uncorrelated.

The power ratio between the direct component and diffuse com-

ponent represents the SDR Γ(k, t), defined as

Γ(k, t) =
φdir(k, t)

φdiff(k, t)
. (4)

Throughout this paper, we aim at estimating the SDR Γ(k, t) with

M ≥ 2 directional microphones located in d1...M . According to

the sound field model given in (1), the i-th microphone signal with

i ∈ {1, 2, . . . ,M} can be written as

Xi(k, t) = Xdir,i(k, t) +Xdiff,i(k, t) +Xn,i(k, t), (5)

where Xdir,i(k, t) is the i-th microphone signal proportional to the

sound pressure of the direct component, Xdiff,i(k, t) is the measured

diffuse component, and Xn,i(k, t) models the microphone self-noise

as independent and identically distributed (i. i. d.) zero-mean com-

plex Gaussian noise. The noise power

φn,i(k, t) = E
{
|Xn,i(k, t)|

2
}

(6)

may differ for each microphone i, which is often the case in practice

when using microphones with different directivities. The specific

assumptions on φn,i(k, t) are further discussed in Sec. 3.

Since all terms in (5) are assumed mutually uncorrelated, the

auto PSD of the i-th microphone signal can be written as

φx,i(k, t) = E
{
|Xi(k, t)|

2
}

(7a)

= g2i (ndir)φdir(k, t) +Qi φdiff(k, t) + φn,i(k, t), (7b)

where gi(ndir) is the directivity function of the i-th microphone de-

pending on ndir. For instance for first-order directional microphones,

gi(ndir) = αi + (1− αi)n
T

dir(k) li, (8)

where li is the look direction of the i-th microphone and αi is the

shape parameter (e. g., αi = 0.5 for a cardioid directivity). Note that

gi(ndir) may be frequency-dependent. The factor Qi ≤ 1 in (7b) is

inversely proportional to the directivity factor [12] that describes the

sensitivity of microphone i to the diffuse sound. For first-order di-

rectional microphones in a cylindrically isotropic diffuse sound field,

we have [12, 13]

Qi = α2

i +
1

2
(1− αi)

2. (9)

The estimation of Γ(k, t) is explained in the next section.

3. POWER-BASED SDR ESTIMATION

In the following, we propose an approach for estimating the PSDs

φdir(k, t) and φdiff(k, t) based on the input PSDs φx,i(k, t) in (7a).

Based on the estimated PSDs, we can compute the SDR with (4).

3.1. Assuming a priori information on the noise PSDs

In this section, we assume that the noise PSDs φn,i(k, t) in (7b) are

known a priori or can be estimated from the microphone signals in

advance, e. g., during speech pauses when no direct sound or diffuse

sound is present. This typically requires that the noise PSDs are

slowly time-variant or time-invariant, i. e., φn,i(k, t) = φn,i(k).
Let us rewrite (7b) in vector form for M microphones as

φx(k, t) = G(ndir)

[
φdir(k, t)
φdiff(k, t)

]
+φn(k), (10)

where φx(k, t) = [φx,1(k, t) . . . φx,M (k, t)]T contains the input

PSDs, φn(k) = [φn,1(k) . . . φn,M (k)]T contains the known noise

PSDs, and

G(ndir) =




g21(ndir) Q1

...
...

g2M (ndir) QM



 . (11)

Equation (10) can be solved for φdir(k, t) and φdiff(k, t), e. g., via the

least-squares (LS) approach. In this case, the estimates of the direct

sound and diffuse sound PSDs are given by

[
φ̂dir(k, t)

φ̂diff(k, t)

]

= (GT
G)−1

G
T
φs(k, t), (12)

where φs(k, t) = φx(k, t) −φn(k). Computing (12) requires the

information of M ≥ 2microphones, otherwise the problem is under-

determined. Moreover, the DOA of the direct component is required

to compute the elements g2i (ndir) in G(ndir). The DOA can be esti-

mated with well-known narrowband estimators such as ESPRIT [14]

or root MUSIC [15].

For specific microphone setups and DOAs of the direct sound,

the linear system in (10) can become ill-conditioned such that reli-

able estimates of the desired PSDs cannot be obtained in (12). For

instance for M=2, (12) simplifies to

[
φ̂dir(k, t)

φ̂diff(k, t)

]

= D(k)

[
Q2 −Q1

−g22(ndir) g21(ndir)

]
φs(k, t), (13)

where the determinant is given by

D(k) =
1

Q2 g21(ndir)−Q1 g22(ndir)
. (14)

Clearly, computing (13) requires that both microphones have differ-

ent directivities (different αi and Qi) or different orientations li, oth-

erwise the denominator in (14) becomes zero for all ndir(k). Even

if different microphones or orientations are used, the denominator

in (14) can approach zero, namely for specific ndir(k), which de-

pends on the microphone configuration. Figure 1(a) shows for which

azimuth angles ϕ0 the denominator in (14) becomes zero for an

XY-stereophony setup. Here, we consider a two-dimensional sound

field, i. e., ndir(k) = [cosϕdir(k) sinϕdir(k)]
T, where ϕdir(k) is the

azimuth of the direct sound. The denominator becomes zero for

ϕdir = 0◦ and ϕdir = 180◦. For these DOAs, both microphones
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posses the same power for any SDR and the system in (10) is ill-

conditioned. For DOAs ϕdir(k) close to ϕ0, the estimator has a poor

robustness against noise since D(k) in (14) becomes large. This

problem can be avoided when using M>2 microphones and select-

ing the microphone setup properly, as explained in Sec. 3.3.

3.2. Without a priori information on the noise PSDs

In many applications, the noise PSDs φn,i(k, t) in (7b) are not known

and difficult to estimate in advance. This can be the case for instance

in very reverberant environments, where speech pauses without dif-

fuse sound occur rarely. Moreover, microphones with different di-

rectivities do not necessarily contain the same self-noise power in

practice, e. g., an omnidirectional microphone may contain less self-

noise than a cardioid microphone. To account for different self-noise

powers, we relate the noise PSDs of two microphones i and j by a

specific factor βij(k), i. e.,

φn,i(k, t) = βij(k)φn,j(k, t). (15)

Typically, the factors βij(k) can be assumed fixed for a given

microphone configuration, whereas the noise PSDs φn,i(k, t) and

φn,j(k, t) vary depending on the (unknown) input gain of the ampli-

fier. Therefore, the factors βij(k) can be determined in advance for

the given microphone setup (e. g., by measuring the noise floor of

the microphones) and thus, can be assumed known in the following.

Using the noise PSD of the j-th microphone signal as refer-

ence, (10) can be rewritten as

φx(k, t) = F(ndir)




φdir(k, t)
φdiff(k, t)
φn,j(k, t)



 , (16)

whereF(ndir) = [G(ndir)βj(k)]withβj(k) = [β1j β2j . . . βMj ]
T.

An LS estimate of the PSDs of the direct sound, diffuse sound, and

noise at the reference microphone is given by




φ̂dir(k, t)

φ̂diff(k, t)

φ̂n,j(k, t)



 = (FT
F)−1

F
T
φx(k, t). (17)

The estimation requires M ≥ 3 directional microphones and infor-

mation on ndir(k). In contrast to the previous subsection, the noise

PSDs can be time-variant, which occurs for instance when the input

gain of the system is adjusted during operation, e. g., by an automatic

gain control (AGC). Similar to the previous section, the linear sys-

tem in (16) can become ill-conditioned for specific DOAs and micro-

phone setups. This problem appears for instance if all microphones

have the same directivity (same αi and Qi) and noise sensitivity

(βij). In this case, each microphone contains the same diffuse and

self-noise powers. Thus, differentiating between both components is

impossible. The next subsection provides further discussions.

3.3. Optimal microphone orientations

The estimators proposed in the previous subsections require to solve

the linear system (10) and (16), respectively. In the following, we

consider the condition number of the matrices G(ndir) and F(ndir)
as a measure on how robust the estimators can perform for a specific

microphone setup and ndir(k).
In general, the condition number C(A) of a matrix A is defined

as the ratio between the largest and smallest singular value of A. As

an example, Fig. 1(b) shows the condition number C(G) of G(ndir)
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Fig. 1. Plot (a): inverse of the determinant (14), M = 2 cardioid mi-

crophones, look directions ±45◦. Plot (b): condition number C(G)
(black lines) and C(F) (gray dash-dot line) for different microphone

setups. Plot (c): cost function J (F) (19) for M = 4 microphones.

as a function of the azimuth angle ϕdir for a setup of M = 2 car-

dioid microphones with look directions ±45◦ and M = 3 cardioid

microphones with look directions ±60◦ and 180◦ . When using the

M = 2 microphones [black solid line Fig. 1(b)], C(G) becomes

large if the azimuth of the direct component ϕdir is close to 0◦ or

180◦. In this case, the linear system (10) becomes ill-conditioned.

This problem is already visible in Fig. 1(a), where the inverse of the

determinant approaches zero for the same azimuth angles. When us-

ing M =3 microphones [black dashed line Fig. 1(b)], C(G) is low

for all DOAs ϕdir, i. e., the SDR can be estimated with almost equal

sensitivity to noise for all DOAs of the direct sound.

For a given set of M microphones with specific directivity, one

can determine the optimal orientation li of each microphone by min-

imizing the condition number over the expected angular region of the

direct component, e. g.,

{
l

opt
1
, . . . , lopt

M

}
= argmin

l1,...,lM

J (F), (18)

where the cost function to be minimized is given by

J (F) =

∫ π

−π

C(F) dϕdir. (19)

Here, the direct component is expected to arrive from the azimuth

directions −π ≤ ϕdir ≤ π. When using the estimator in Sec. 3.1,

F(ndir) is replaced by G(ndir). The optimization problem (18) can

be solved numerically when designing the microphone array.

An example cost function J (F) is illustrated in Fig. 1(c) where

darker color indicates higher costs. Here, we have considered

M = 4 microphones (one omnidirectional and three cardioid mi-

crophones). The first cardioid is oriented towards 90◦ and the look

directions l3 and l4 of the other two cardioids are varied within

the horizontal plane. We obtain a large J (F) if at least two of the

cardioids possess similar look directions. The cross in Fig. 1(c)

indicates the look directions of the two cardioids for which the cost

function is minimal (−30◦ and 210◦). The minimum of J (F) is

found when orienting the three cardioids towards uniformly dis-

tributed directions. The condition number C(F) corresponding to

the optimal microphone orientations is depicted in Fig. 1(b) (gray

dash-dot line). The condition number is similar for all DOAs of

the direct component, i. e., the estimation of the direct, diffuse, and
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Fig. 2. Simulation results for the coherence-based estimator [8]

(coh), power-based estimator in Sec. 3.1 (pwr), and power-based

estimator in Sec. 3.2 (pwr-nse)

noise PSD can be carried out with similar robustness for all DOAs.

Moreover, we notice that the condition number C(F) is higher than

the condition number C(G) (black dashed line), even though M=4
microphones are used for F(ndir) and only M=3 for G(ndir). This

means that the estimator in Sec. 3.1, which only estimates the direct

and diffuse sound PSD, is more robust then the estimator in Sec. 3.2,

which also estimates the noise PSD.

4. EXPERIMENTAL RESULTS

We have carried out simulations to verify the proposed approaches.

A direct sound component was modeled as a single plane wave with

DOA ϕdir = 9◦ and wavenumber kr = 1.6 (corresponding to f =
875Hz for r=10 cm). A two-dimensional diffuse field was gener-

ated by summing 1000 plane waves with random phases, unit mag-

nitudes, and uniformly distributed DOAs. Both sound components

were summed yielding a sound field with a specific SDR. The sound

was captured with M=3 cardioid microphones located on a circle at

{±60◦, 180◦} facing outwards (microphone spacing r). Self-noise

was added to the microphone signals resulting in a specific signal-to-

noise ratio (SNR) (the signal power was defined as direct plus diffuse

power). The input auto PSDs were computed with (7a) where the ex-

pectation was approximated by averaging over 30 realizations. This

corresponds to a temporal averaging length of approximately 300 ms

for a 1024-point STFT with 50% overlap.

Figure 2(a) shows the estimated SDR Γ̂ as function of the true

SDR Γ. The SNR was 60 dB. The SDR was estimated with the

coherence-based approach [8, Eq. (26)] (denoted as coh) and power-

based approach in Sec. 3.1 (denoted as pwr). The self-noise was

considered in both estimators and a priori information on the noise

PSDs as well as on the DOA of the direct sound was provided. For

the coh approach, which can incorporate only M = 2 microphones

directly, we were estimating the SDR separately with each of the

three microphone pairs and then combining the three SDR estimates

via a weighted averaging as described in [16]. Note that this optimal

averaging is difficult to carry out in practice as it requires the SDR

estimation variances, which were available in the simulation. As

shown in Fig. 2(a), both approaches resulted in a similar mean SDR

Γ̂. While the SDR at higher Γ was slightly overestimated for pwr, it

was slightly underestimated for coh. At lower Γ, both approaches

were overestimating the SDR which mainly was resulting from the

limited temporal averaging length. In terms of estimation variance

(indicated by the error bars), the pwr approach was outperforming

the coh approach, especially at higher Γ. Note that since the direct

sound was arriving almost at the zero of one of the cardioid micro-

phones, microphone pairs including this microphone were not able

to contribute much to the SDR estimation using the coh approach

(see the results in [8]). For other DOAs and higher kr, the coh

approach may outperform the pwr approach.

Figures 2(b)–(d) compare the power-based approaches proposed

in Sec. 3.1 (pwr) and Sec. 3.2 (denoted as pwr-nse). We were us-

ing the same settings as before, however, a fourth microphone (om-

nidirectional) was added to the center of the microphone array and

the SNR was 20 dB. The microphone setup was optimal for both ap-

proaches (see Sec. 3.3). Moreover, information on the noise PSDs

was not available anymore and assumed unobservable in advance.

Thus, for the pwr approach, we were estimating the SDR assuming

there is no self-noise present, i. e., we were ignoring the presence

of the noise. In contrast, the pwr-nse approach does not require

information on the absolute noise power but provides an estimate of

the noise PSD. We further were assuming that the relative noise sen-

sitivities are known, which were given by β11 = β21 = β31 = 1
and β41 = 0.5, i. e., the self-noise level was 3 dB higher for the car-

dioid microphones than for the omnidirectional microphone. Fig-

ure 2(b) shows the noise PSD ϕn,1 (mean and variance) estimated

with pwr-nse. The estimator provided unbiased results and the es-

timation variance was decreasing for lower levels of the self-noise

power. Figure 2(c) depicts the direct sound PSDs estimated with

pwr and pwr-nse. Both estimators provided accurate results and

performed nearly identically in terms of mean and variance (the

curves for the different estimators are lying upon each other). For

both estimators, the direct sound power was overestimated at low Γ,

where the direct sound was weak compared to the diffuse sound and

self-noise. Figure 2(d) shows the estimated power of the diffuse field

for pwr and pwr-nse. At high Γ, the diffuse PSDs were overes-

timated when using the pwr approach (black solid line), which is

due to the self-noise that was ignored. In contrast, the pwr-nse

approach provided unbiased results for all Γ (gray solid line). In

terms of estimation variance (dashed lines), however, the pwr ap-

proach was outperforming the pwr-nse approach. This verifies

that the pwr approach is in general more robust than the pwr-nse

approach, as already discussed in Sec. 3.3.

5. CONCLUSIONS

A power-based signal-to-diffuse ratio (SDR) estimator was proposed

that uses the auto power spectral density (PSD) of multiple direc-

tional microphones. The estimator considers the self-noise of the mi-

crophones in the signal model where the noise PSD can be estimated

together with the SDR. Thus, the estimator can provide unbiased re-

sults in situations where the noise PSDs are unobservable in advance.

The estimator can directly incorporate more than two directional mi-

crophones which allows us to carry out an accurate estimation for

all directions-of-arrival (DOAs) of the direct sound. The estimator

outperforms coherence-based approaches at lower frequencies and

for specific DOAs of the direct sound.
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