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ABSTRACT 

 

In this paper we propose a new method for content 

reconstruction using self-embedding technology. As the 

content reconstruction problem can be regarded as a special 

kind of erasure channel, we use fountain code which has good 

performance in erasure channel to generate reference 

symbols for reconstruction. Theoretical analysis of success 

bound about maximal tamper rate is given and is verified by 

the Monte Carlo simulation. The experiments of a specific 

scheme show that our method can reduce the payload and 

improve the quality of the watermarked image, while still 

achieving high quality reconstruction and high tamper 

tolerance.  

 

Index Terms— watermarking, content reconstruction, 

fountain code, self-embedding 

 

1. INTRODUCTION 

 

With the development of the information technology, 

multimedia can be modified easily with editing software. 

Hence, image authentication and recovery is becoming more 

and more important in multimedia security. In recent years, 

self-embedding [1] has been developed for image 

reconstruction in image authentication applications. 

Reconstruction is usually achieved by embedding  

reconstruction reference symbols generated from the original 

content after the authentication process. The reconstruction 

reference part is generally the digital presentation of a quality 

reduced image, such as, the important DCT coefficients of 

each block [1-2], the halftone image [3], the average intensity 

of image block [4-5] or the VQ indexing of each block [6]. It 

is used to reconstruct the content of the tampered blocks when 

some regions are tampered. 

Self-embedding schemes can be distinguished by three 

aspects, (1) the embedding payload and its impact on the 

watermarked image quality, (2) the maximal tampering rate 

which corresponds to the maximal region that can be 

reconstructed, and (3) the reconstruction fidelity. These 

factors are mutually competitive with each other. For 

instance, the scheme proposed in [8] is able to yield lossless 

reconstruction, while it can only tolerate 3.2% tampering. In 

[9] the authors introduced a scheme with high quality 

reconstruction which allows up to 35% tampering. The  

maximal tampering rate is increased to 59% in [10], but the 

quality of the reconstruction is rather low.  

From different self-embedding strategies and their 

performances, we can extract two important challenges in 

self-embedding. First, in many self-embedding schemes the 

reference of a block is always embedded in a remote block. If 

both are destroyed by tampering, it will not be possible to 

recover the block any more. This problem is called reference 

dependence [11] or tampering coincident [12]. To solve the 

problem, one method is to maintain many copies in different 

blocks to improve the probability of successful 

reconstruction. In [6] and [13] two reference copies are 

inserted in mapping blocks. In [7] there are four copies of the 

index table via VQ for each block. The other method is to use 

redundancy sharing mechanism [9][12]. For example, the 

compressed features of each block were extended from 64 

bits to 160 bits in [9]. The second challenge is called 

reference waste [11], which means that we do not need to 

recover all the reference pieces, but only the part which is 

tampered, so not all the embedded references contribute to the 

recovery. 

Unlike the above-mentioned works which mainly focus 

on presenting a particular scheme and solve the problem 

partly, in [11] an effective method for content reconstruction 

with self-embedding is firstly proposed, it effectively solves 

the two challenges in self-embedding: reference dependence 

and reference waste. And it also provides the theoretical 

analysis of the maximal tamper rate by modeling the self-

embedding to a revised erasure channel, which implies the 

inherent tradeoff between the max tamper rate and the 

payload. The results show that the method allows higher 

tampering rate than other self-embedding schemes with the 

same rate of reference information embedding per block. It is 

the first method that can maintain high quality reconstruction 

under extensive tampering. There are two main bounds of the 

max tampering rate. The upper bound can be achieved only 

when the reference blocks and reference symbols are aligned 

or when the erasure is continuous. In other common situation 

we can only rich up  a typical bound which is lower. The main 

factor which decides whether the upper bound can be 

achieved is the misalignment between the reference blocks 

and symbols. Although the perfect alignment can be achieved 

by embedding multiple short symbols in a single block, it is 

not feasible due to high computation cost. Therefore, the 

proposed method in [11] can’t always achieve the upper 

2014 IEEE International Conference on Acoustic, Speech and Signal Processing (ICASSP)

978-1-4799-2893-4/14/$31.00 ©2014 IEEE 7480



bound. Nonetheless it introduced a general guideline for the 

construction of a self-embedding system. 

Inspired by the idea that self-embedding can be regarded 

as a revised erasure channel, in this paper we propose a novel 

method for content reconstruction with self-embedding. We 

also use fountain code to encoding reference information 

because it spreads the reference information to the whole 

image which can effectively eliminate reference dependence. 

The regenerated reference bits of the authenticated blocks are 

also reused in the reconstruction stage which can contribute 

to the reference waste problem, but we use two stage coding 

method to generate the embedding symbols to avoid the 

misalignment problem. Both the theoretical analysis and the 

experimental results demonstrate that our method can always 

achieve the upper bound in [11] in any situation.  

The rest of this paper is organized as follows. In Section 

2, the proposed self-embedding model for content 

reconstruction is introduced. We analyze the reconstruction 

success bound in Section 3. Experimental results are 

presented in Section 4. Finally we conclude the paper in   

Section 5. 

 

2. CONTENT RECONSTRUCTION METHOD 

 

In this section we will first shortly introduce the self-

embedding method by Korus and Dziech [11]. Then we 

discuss functions and notations of our approach. 

 

2.1. Korus and Dziech’s self-embedding method 

 

There are three fundamental properties by which most 

authentication and reconstruction systems differentiate 

themselves from each other: the reference generation and 

reversed reconstruction method, the payload encoding 

method for reconstruction and the data embedding scheme. 

Except the payload encoding method, the other two parts can 

be presented in a general description. 

Let I denote the original image which is divided into	� 

pieces �� , � = 1, … , �. Let ��
∙�	 denote a reference 

generation function for each block which produces b bits 

information. We will get  a  reference vector � = ��, … , �� =��
���, … , ��
���. The inverse function ����
∙� can be used 

to reconstruct the image block from the reference bit-stream.  

The authentication part is usually realized by a hashing 

function ℎ
∙�. The hash value is generated from the image 

block content Ii, the block payload Yi, the block number	� and 

a secret key � , ℎ� = ℎ
�� , �� , �, ��.	  The embedding process 

can be denoted by a function �
�� , �� , ℎ�� → ���, 		 and the 

extraction function is ���
�� �� → 
�� , ℎ��. 
 The payload encoding method is different from others. 

Because the failure in the authentication after tampered can 

be regarded as an erasure in a revised erasure channel, the 

authors use random linear fountain code to encode from � 

reference symbols �� , � = 1,2, … , �  which are rearranged 

from reference vector � to generate �  embedding symbols �� , � = 1,2, … , �.  So after the authentication process, some 

part of	�� 	which the	��� blocks are  tampered are erased, we 

can decode to recover the part of 	��  which is interfered by the 

erasure of �� , and the regenerated reference symbols of 

authenticated part are exploited in the decoding process. 

Two main bounds are provided according to the formula 

between the block survival rate	  and the code rate  !. For the 

convenience to compare the theoretical result with our new 

method, we also give out the equivalent form between "	which denotes the tamper rate and #  which denotes the 

ratio of embedding reconstruction data size to original 

reference data size, in the method in [11],  " = 1 −  , # =�% = �& . 

The two main bounds are as below: 

(1) The upper bound of max tampering rate  

                                     ≥ &&(�                                   (1)                                           

Because  = 1 − ", ! = �), we can get:  

                                     " ≤ ))(�.                                  (2)                                         

(2)   The typical bound of max tampering rate 

																															+  ≥ 	λ -1 −  .	/0 ,										��	 �	1 	 ∈ �
 ≥ 		λ -1 −  .	/(�0 ,							34ℎ5�6�75

     

(3)         

   The equivalent form of (3) is as below: 

   8 1 − " ≥ 	 �9 
1 − 
1 − "�)�,								��			#	 ∈ �
1 − " ≥ 	 �9 
1 − 
1 − "�)(��,					34ℎ5�6�75   (4)   

The upper bound can be only achieved when the 

reference blocks and symbols are aligned or when the 

erasure pattern is continuous. Otherwise, the misalignment 

between the reference blocks and symbols will result in 

extra decoding demand for Yi which will significantly 

degrade the performance. 

 

2.2. Proposed Method 

 

In this section we propose an improved image reconstruction 

method with self-embedding. We use a different 

reconstruction generating strategy which does not suffer from 

misalignment problem.   

We also use the fountain paradigm in our method 

because it can spread the reference information over the 

whole image.  Fountain code [14] is a new class of code 

which is designed and ideally suited for the erasure channel. 

Given a set of K source symbols it can generate potentially 

limitless encoding symbols according to bit-wise exclusive 

disjunction. The original information can be recovered if we 

receive slightly more than K encoding symbols. Raptor code 

[15] is a kind of fountain code, which can be systematic or 

non-systematic. In the systematic case, the symbols of the 

original part are included in the encoded symbols. In this 

paper we use systematic raptor code. 
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               (a)                                                       (b) 

Fig. 2. (a) The reference encoding and embedding process                                      

(b) the reconstruction process after tampering 

Let N denotes the total number of blocks, M denotes the 

number of authentic blocks, and E denotes the number of 

tampered blocks, E = N – M, the tamper rate is p = E / N.   

The generation for the payload part for reconstruction is 

described as below:  
(1) Divide the original image into N pieces and generate 

the  reconstruction reference vector r from the 

significant part of the image, for example, MSB or 

high frequency of DCT. � = ��, … , �� = ��
���, … , ��
���		 
(2) Encode �  to generate � + ; + <  encoded 

symbols	= using the systematic Raptor Code. The 

former � symbols which are the same as � will be 

discarded, while the remaining ; + <  symbols > 

will take part in the second encoding stage.    

(3) In the second encoding stage, > are divided into � −; − <  pieces   and encoded using Raptor code to 

produce �	embedding symbols ��. Each symbol size 

is B bits. 

The embedding process:  

Calculate hash value of each block 	ℎ� = ℎ
�� , �� , �, �� , 

embed ℎ� 	and ��  into the non-significant part which don’t 

interfere with the reference generation, for example, LSB. 

The authentication process:  

Extract	��� and calculate the new hash value for the ��� 

block,	ℎ?@ = ℎ
�� , ���, �, ��	 and compare it with ℎ�. If  	ℎ?@ = ℎ� , 5� = 1 implies the block is authenticated, if 	ℎ?@ ≠ ℎ�, 5� ≠ 1, 

the block is tampered. In this paper � − ;  blocks are 

authenticated. 

The reconstruction process: 

(1) Extract the symbols �� �	if the block is authenticated 

and regenerate the new reference block,   ���
��� →�� �, ��
��� → ���, when	5� = 1. 

(2) Decode from the � − ;	authenticated ���		to get the 

first � − ; − < symbols  �. 
(3) Rearrange  � into ; + < pieces	>�. 
(4) Joint � − ; new reference symbols with  ; + < 

pieces >� and decode the reference symbols of the 

tampered blocks. 

(5) Recover the tampered blocks from the decoded 

reference symbols.  

 

Fig. 3. Comparison of the success bounds 

3. ANALYSIS 

 

First we analyze the feasibility of the reconstruction process. 

As described in the last section, there will be two encoding 

stages and two decoding stages, in the first decoding stage, 

we need to decode � − ; − <  symbols  � from � −; authenticated �� ′ , it obviously satisfies the decoding 

condition. In the second decoding stage, after rearranging  � 
into ; + <   symbols >� and combining >�  with the � − ; 

regenerate reference symbols, there will be � + <  symbols 

which is a little more than N, it is enough to decode to get E 

reference symbols of the tampered blocks. 

Now we can draw out the successful reconstruction   

bound according to the relationship between T and p. As in 

fountain code the overhead <	/�	 → 	0 when N is large, in the 

analysis process, the term <	/�	  will be disregarded as in 

[11]. And in the rearrangement process, the padding is also 

disregarded because it has little impaction on the result. 

Let S denote the data size of the original reference 

information r. After the first encoding stage, the data size of > is  E� = F ∙ G(H� . In the second stage, > is rearranged into � − ; − <	pieces   and encoded into N embedding symbols 

Yi. So the data size of    which is embedded is:	 										EI = E� ∙ �	��G�H = F ∙ G(H��G�H = F ∙ J(K��J�K           (5)           

Ignore the term L, we can get 

                                  # = MNO = J��J                           (6)                                             

                                       " = ))(�                                    (7)                                               

We can see that our bound is the same as the upper bound 

in [11]. In our method it is a general result, no matter whether 

the tampering type is continuous or random. As shown in the 

Fig. 3, the solid line is our bound as well as the upper bound 

in [11], the dotted line which is lower is the typical bound in 

[11] because the reference blocks and symbols are not easy to 

align. 

 In order to validate the analytical reconstruction success 

bound, we perform tampering and reconstruction Monte 

Carlo simulations. In this experiment we set T ≥ 1, 1 <ℎQ�
R, S� < R,	the tamper rate p is random selected in (0, 1) 

and  " ∙ �  tampered blocks are randomly selected. In each 

iteration, we perform encoding to get reconstruction   
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Fig. 4. Monte Carlo simulation about the success bound 

 reference information and embed, then we tamper the 

randomly selected p fractions, and reconstruct the new 

reference information. 1000 iterations are done, and if the 

reconstructed reference information of the tampered fraction 

is the same as the original reference information, the success 

is marked with circle, otherwise, the failure is marked with 

cross, as shown in Fig. 4.  

 

4. EXPERIMENTAL RESULTS 

 

In this section we provide test results for the proposed scheme 

under the model mentioned in section 2. The operations of 

our scheme follow the model, so we just describe the specific 

components. 

For fair comparison, in our experiment we use the same 

reference generating method and hash value generating 

method as in [11]. The test image is divided into non-

overlapping 8 U 8	blocks, and the 8 bit planes are divided 

into two parts. The last 3 LSB are used to embed 

reconstruction reference bits and hash at most, while the first 

5 bit planes are regarded as important information and 

transformed into DCT to generate the reference bits. The 

DCT coefficients are divided into 15 groups, F�
V, W�:	V, W ∈Y0, … ,7[ , V + W = Q3\74 . The group 0 is quantized 

uniformly, and the other groups are quantized with a Lloyd-

Max code-book [16]. The precision of the used code-books 

can be represented by a 15-D allocation vector: [8, 6, 4, 4, 4, 

3, 3, 3, 2, 2, 0, 0, 0, 0, 0]. At last we will get R = 157 bits 

reference information. 

Then we encode the reference information to get the 

embedding symbols which is regarded as the reconstruction 

part of payload. The size of this part is determined by p as (6). 

The 32 bits hash part are generated in the same way as in [11]. 

We will also use the same embedding strategy in both 

methods, the two parts are embedded from the lowest bit to 3 

LSB on demand. 

 In this experiment we set T<1, as b is a prime, so in [11] ℎQ�
R, S� = 1, This means that in [11] the reference blocks 

and the reference symbols are not aligned, it can’t achieve the 

upper bound, but in our method we can.  
We do experiments about the relationship between the 

tamper rate and the quality of embedded image and the 

reconstruction image, the result is shown in Fig. 5. An 

example is shown in Fig. 6., when	" = 0.35 , # = _(`��_�` a0.56 in our scheme, the bits for the reconstruction needed to 

embed in each block are S = # ∙ R = 88, while in [11] we 

can calculate λ = 1.1863 , so # = �1 = 0.843 , S = # ∙ R =133. From the two figures, we can see that if the tamper rate 

is the same, our scheme needs to embed less bits and can 

achieve better quality of embedded image. In other words, if 

we embed the same size of reconstruction reference bits, we 

can achieve higher tamper rate. At the same time, the quality 

of our reconstruction image is a bit better than in [11].  

                                          
                 (a)                            (b)                           (c)  

                                         
                 (d)                            (e)                             (f) 

Fig. 6. The quality of the watermarked image and recovery image 

(a)original image  (b)tampered image  (c) the watermarked image in 

[11], PSNR = 44.12 dB  (d) our watermarked image, PSNR = 47.98 

dB  (e) reconstruction image in [11], PSNR = 33.16dB  (f)our 

reconstruction image, PSNR = 33.29dB. 

 

5. CONCLUSION 

 

In this paper we propose a new self-embedding method for 

content reconstruction which is suitable for different tamper 

patterns and various tamper rates. It avoids the misalignment 

problem in [11] and provides an improved method to deal 

with the two challenges in self embedding. The proposed 

method can always achieve the upper bound, no matter 

whether the tamper is continuous or random. Furthermore, 

the embedded payload is decreased in case of misalignment 

resulting in better image quality, while the quality of the 

recovered image is not degraded. The theoretical analysis and 

experimental results demonstrate that the proposed scheme 

outperforms the method in [11].  

Fig. 5.  Performance under different tamper rates 
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