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ABSTRACT

Contemporary sonography is performed by digitally beamforming

signals sampled by several transducer elements placed upon an ar-

ray. High-resolution digital beamforming introduces the demand for

a sampling rate significantly higher than the signal’s Nyquist rate,

which greatly increases the volume of data that must be processed.

In 3D ultrasound imaging, 2D transducer arrays rather than 1D ar-

rays are used, and more scan-lines are needed for volumetric imag-

ing. This implies that the amount of sampled data is vastly increased

with respect to 2D imaging. In this work we show that a consid-

erable reduction both in sampling rate and processing time can be

achieved by applying the ideas of Xampling and frequency domain

beamforming, leading to a sub-Nyquist sampling rate. We extend

previous work on frequency domain beamforming for 2D ultrasound

imaging to the geometry imposed by 3D tissues and a grid of trans-

ducer elements. This method uses only a portion of the bandwidth

of the ultrasound signals to reconstruct the image. We demonstrate

our results by imaging a phantom comprised of fishing wires, and

show that by performing 3D beamforming in the frequency domain,

a sub-Nyquist sampling rate and a low processing rate are obtained,

while keeping adequate image quality.

Index Terms— Array Processing, Beamforming, Compressed

Sensing, Speckle, Ultrasound

1. INTRODUCTION

Diagnostic ultrasound has been used for decades to visualize body

structures. The imaging process starts when a phased array of trans-

ducer elements transmit an energy pulse along a narrow beam, which

can be steered spatially. During its propagation, echoes are scattered

by acoustic impedance perturbations in the tissue and detected by

the transducers. Collected data are sampled and digitally processed

in a way referred to as beamforming, which results in signal-to-noise

ratio (SNR) enhancement. Such a beamformed signal, or a beam,

forms a line in the image.

According to the classic Shannon-Nyquist theorem [1], the sam-

pling rate at each transducer element should be at least twice the

bandwidth of the detected signal. In practice, rates up to 4-10 times

the central frequency of the transmitted pulse are required in order to

avoid artifacts caused by digital implementation of beamforming [2].

Taking into account the number of transducer elements and the num-

ber of lines in an image, the amount of sampled data that needs to

be digitally processed is enormous, even in 2D imaging setups, mo-

tivating methods to reduce sampling rates.

Among main focuses in the study of ultrasonic scanning is the

development of real-time 3D ultrasound imaging, which overcomes

major constraints of 2D imaging. In endoscopic or surgical ultra-

sound, probe manipulation is limited by the surrounding tissue. 3D

ultrasound provides panoramic imaging along the catheter route [3,

4]. 3D ultrasound is also utilized in volumetric imaging of moving

organs, such as the left ventricle, where constructing the volume im-

age from a series of 2D images is not reliable since the organ is in

motion [5, 6].

The amount of data that has to be processed in 3D ultrasound

imaging is vastly increased with respect to 2D imaging. This stems

mainly from two reasons.

The first reason is the increase in the amount of transducer ele-

ments. During the imaging process, the transmitted beam is steered

spatially by applying appropriate time delays to each element. A 1D

array of transducers allows beam steering in one dimension, scan-

ning one slice of the tissue. A 2D transducer array enables beam

steering in two dimensions, allowing volumetric scanning, but in-

creases the number of transducers.

Sampling the signals at each element results in very large

amount of data. In order to overcome this difficulty, the recep-

tion process involves only a subset of the 2D grid. This allows

reduction of the amount of collected data while retaining a high-

energy transmitted pulse, but comes at the expense of lower SNR.

Recent attempts have addressed this problem, where a spatial pulse

encoding technique to partially compensate for low SNR is intro-

duced [7, 8].

A second reason is the number of scan-lines, which is greatly

increased. Consider ultrasonic imaging of a 3D volume, using K
scan-lines in each one of K 2D cross-sections of the volume. Scan-

ning the entire volume yields a total of K×K scan-lines, essentially

quadrating the amount of data with respect to 2D imaging, given the

same amount of transducers.

Recent efforts have led to successful demonstration of 3D ultra-

sound imaging in real-time using rectangular arrays [9, 10]. How-

ever, the frame-rates in these studies were significantly limited by

huge amount of raw data, and were insufficient for applications re-

quiring high frame-rates.

A recently developed technique, beamforming in frequency

[11], generalizing the concept of compressed beamforming [12],

allows for significant reduction in the number of samples needed

to reconstruct a 2D image of sufficient quality. The core of this

technique is the relationship between the beam and the detected

signals in the frequency domain, that will be elaborated on further

in Section 3. Ideas developed in [13–17] propose a scheme to obtain

partial frequency data at each transducer with a sampling rate signif-

icantly lower than the Nyquist rate of the signal. The reconstruction

of the beam from this partial frequency data exploits the finite rate

of innovation (FRI) [18] structure of the beam, using compressed
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sensing (CS) techniques.

Rate reduction in 3D ultrasound imaging is required for various

reasons. It allows the scanning of large volumes at a high frame-

rate, needed for applications such as visualizing atrial fibrillation, as

current 3D imaging systems manage to achieve sufficient frame-rates

on limited volumes only. Rate reduction can also be used to involve

more transducer elements in the reception stage, thus enhancing the

SNR.

Using time-domain beamforming for these applications results

in enormous amounts of samples that have to be transferred from

the acquisition module to the processing unit, thus creating a bottle-

neck. We aim to reduce the sampling rate, and therefore the required

processing rate, by extending the framework of frequency-domain

beamforming, developed in [11], to the 3D setting.

The rest of the paper is organized as follows: in Section 2, we

review beamforming in time for a 3D geometrical setup. In Sections

3 and 4 we describe the principles of frequency domain beamform-

ing. In Section 5 we display our results and compare a time-domain

beamformed image to a frequency-domain beamformed image.

2. BEAMFORMING IN TIME

Most modern imaging systems transmit and receive acoustic pulses

using multiple transducer elements. These elements comprise a

phased array, generating a transmitted beam which is steered spa-

tially by applying appropriate time delays to each element. The

transducers receive the scattered acoustic pulses, which are then

sampled and processed to reconstruct an image line. Reconstruction

is performed with a technique known as beamforming, where the

image quality is enhanced by summing the individual signals after

their alignment by appropriate time-delays. The geometry imposed

by 3D ultrasound imaging requires the use of two steering angles

and thus a 2D array of transducers, in contrast to the 1D array

commonly used in 2D ultrasound imaging.

We begin by describing the beamforming process, relying

mainly on [19] and [12] and extending the framework to 3D sectors.

Consider a rectangular grid of M × N transducers located in the

x-y plane, depicted in Fig. 1. The entire grid transmits pulses into

the tissue.

x

y

z

θx
θy

Reflecting Element

(m0, n0) (M,n0)

(m0, N)

Fig. 1. M×N transducers placed in the x-y plane. An acoustic pulse

is transmitted at direction θx, θy . The echoes scattered from pertur-

bations in the radiated tissue are received by the array elements.

We choose a reference element, (m0, n0), placed at the origin,

and denote the distances along the x and y axes to the (m,n) el-

ement by δm, δn, respectively. Let us consider a pulse transmitted

along a scan-line specified by the spatial angles θx, θy . Setting t = 0
at the moment of transmission from the (m0, n0) element, it can be

shown that at time t ≥ 0 the pulse reaches the coordinates:

(x(t), y(t), z(t)) = ct(xθ, yθ, zθ), (1)

with

xθ =
sin θx cos θy

√

1− sin2 θx sin
2 θy

yθ =
cos θx sin θy

√

1− sin2 θx sin
2 θy

(2)

zθ =
cos θx cos θy

√

1− sin2 θx sin
2 θy

.

Here c is the propagation velocity in the medium. A point reflec-

tor located at this position scatters the energy, such that the echo is

detected by all array elements at a time depending on their locations.

Denote by ϕm,n(t; θx, θy) the signal detected by the (m,n) el-

ement and by τ̂m,n(t; θx, θy) the time of detection. Then:

τ̂m,n(t; θx, θy) = t+
dm,n(t; θx, θy)

c
(3)

where dm,n(t; θx, θy) =
√

(x(t)− δm)2 + (y(t)− δn)2 + z2(t)
is the distance traveled by the reflection. Beamforming involves

summing the signals detected by multiple receivers while compen-

sating for the differences in detection time.

Using (3), the detection time at (m0, n0) is τ̂m0,n0
(t; θx, θy) =

2t since δm0
=δn0

=0. Applying a delay to ϕm,n(t; θx, θy) such

that the resulting signal ϕ̂m,n(t; θx, θy) satisfies ϕ̂m,n(2t; θx, θy) =
ϕm,n(τ̂m,n(t; θx, θy); θx, θy), we can align the reflection detected

by the (m,n) receiver with the one detected at (m0, n0). Denot-

ing τm,n(t; θx, θy) = τ̂m,n(t/2; θx, θy) and using (3), the following

aligned signal is obtained:

ϕ̂m,n(t; θx, θy) = ϕm,n(τm,n(t; θx, θy); θx, θy),

τm,n(t; θx, θy) = (4)

1

2

(

t+
√

t2 + 4|γm,n|2 − 4t (γmxθ + γnyθ)
)

,

where we defined γm=δm/c, γn=δn/c and |γm,n|=
√

γ2
m + γ2

n.

The beamformed signal may now be derived by averaging

the aligned signals. We assume that the echo reception pro-

cess involves only a subset of the transducers array, denoted by

M ⊆ {(m,n)| 1 ≤ m ≤ M, 1 ≤ n ≤ N}:

Φ(t; θx, θy) =
1

NRX

∑

(m,n)∈M

ϕ̂m,n(t; θx, θy). (5)

where NRX=|M| is the number of transducers participating in the

reception process.

The beamforming process is carried out digitally, rather than by

manipulation of the analog signals. This implies that the signal de-

tected at each element is sampled at rates significantly higher than

its Nyquist rate, in order to improve the system’s beamforming reso-

lution and to avoid artifacts caused by digital implementation. From

now on we will denote this rate as the beamforming rate fs.

We conclude this section by evaluating the number of samples

taken at each transducer element. Our evaluation is based on the

imaging setup used to acquire data from a phantom comprised of

fishing wires, displayed in Section 5. The acquisition was performed

with a Verasonics ultrasonic scanner comprising a 32×32 grid of

transducers, all of which were used for transmission (NTX=1024)

while only the elements on the diagonals were used for acquisi-

tion (NRX=64). The radial depth of the scan was set as r=7.9 cm

with a speed of sound of c=1540m/sec, yielding a time of flight

of T=2r/c≃102.4 µsec. The acquired signal is characterized by a

band-pass bandwidth of 6 MHz centered at a carrier frequency of
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f0≃4 MHz. It was sampled at a rate of fs=20 MHz leading to

L=2048 real-valued samples taken at each transducer. As there are

64 receiving transducer elements and each frame contains 25 × 25
scan-lines, the total number of samples that must be processed to

display a single frame is 625 · 64 · 2048 = 81.92 · 106.

3. BEAMFORMING IN FREQUENCY

We wish to substantially reduce the number of samples taken at each

transducer while keeping adequate image quality. To this end, we

extend the concept of frequency-domain beamforming, defined in

[11], to the 3D imaging setup.

We base our discussion on [12] and [11], where a framework

designed for 2D ultrasound imaging is proposed, and extend the

scheme to 3D ultrasound imaging. We show that a linear combi-

nation of the DFT coefficients of the individual signals, sampled at

the beamforming rate fs, yields the DFT coefficients of the beam-

formed signal, sampled at the same rate. We follow the steps in [12]

and start from the computation of the Fourier series coefficients of

the beamformed signal Φ(t; θx, θy).
It can be shown that the support of Φ(t; θx, θy) is limited to

[0, TB(θx, θy)), where TB(θx, θy) is given by:

TB(θx, θy) = min
(m,n)∈M

τ−1
m,n(T ; θx, θy), (6)

where τ−1
m,n(t; θx, θy) is the inverse of τm,n(t; θx, θy), defined in (4)

with respect to t. It can also be shown that TB(θx, θy) < T , where

T is defined by the transmitted pulse penetration depth. We consider

the Fourier series of the beamformed signal, {csk}k, in the interval

[0, T ]:

csk =
1

T

∫ T

0

Φ(t; θx, θy)I[0,TB(θx,θy))e
−i 2π

T
ktdt. (7)

where I[a,b] is the indicator function, plugged in to cancel noise since

the useful information in Φ(t; θx, θy) is restricted to [0, TB(θx, θy)).
By substituting (5) into (7) and applying a few steps of algebraic

manipulations, it can be shown that

csk =
1

NRX

∑

(m,n)∈M

csk,m,n, (8)

where csk,m,n are closely related to the Fourier coefficients of

ϕm,n(t; θx, θy), and are defined as:

csk,m,n =
1

T

∫ T

0

qk,m,n(t; θx, θy)ϕm,n(t; θx, θy)e
−i 2π

T
ktdt, (9)

with

qk,m,n(t; θx, θy) = I[|γm,n|,τm,n(TB(θx,θy);θx,θy))(t)×

t2 + |γm,n|
2 − 2t · (γmxθ + γnyθ)

(t− (γmxθ + γnyθ))
2 × (10)

exp

{

−i
2π

T
k

(

t · (γmxθ + γnyθ)− |γm,n|
2

t− (γmxθ + γnyθ)

)}

,

where xθ, yθ are defined in (2). Next, we express ϕm,n(t; θx, θy) in

terms of its Fourier series coefficients, denoted by ϕs
m,n[l]. We also

make use of the Fourier coefficients of qk,m,n(t; θx, θy) with respect

to [0, T ], denoted by Qk,m,n;θx,θy [l], and use (10) to rewrite (9) as

follows:

csk,m,n =
∑

l

ϕs
m,n[k − l]Qk,m,n;θx,θy [l], (11)

According to Proposition 1 in [12], which can be easily extended

to 3D imaging setup, csk,m,n can be approximated sufficiently well

when we replace the infinite summation in (11) by the finite one:

csk,m,n ≃

L2
∑

l=−L1

ϕs
m,n[k − l]Qk,m,n;θx,θy [l]. (12)

Here we rely on the decay properties of {Qk,m,n;θx,θy [l]}. Nu-

merical studies show that most of the energy of the above set is con-

centrated around the DC component, irrespective of the choice of

k,m, n, θx, θy . The choice of L1, L2 controls the approximation

quality.

Equations (8) and (12) provide a relationship between the

Fourier series coefficients of the beamformed and the individual

signals. Denote by L = ⌊T · fs⌋ the number of samples in each

signal. Since all signals are sampled at a rate which is higher than

their Nyquist rate, the relation between the DFT of length L and the

Fourier series coefficients is given by [20]:

ϕs
m,n[l] =

1

L











ϕm,n[l], 0 ≤ l ≤ P

ϕm,n[l + L], −P ≤ l < 0

0, otherwise

, (13)

where ϕm,n[l] denote the DFT coefficients of the individual signals,

and P denotes the index of the Fourier series coefficient correspond-

ing to the highest frequency component. Plugging (13) into (8) and

(11), we get the desired relation:

csk ≃
1

NRXL

∑

(m,n)∈M

(

k−l̃
∑

l=−L1

ϕm,n[k − l]Qk,m,n;θx,θy [l] (14)

+

L2
∑

l=k−l̃+1

ϕm,n[k − l + L]Qk,m,n;θx,θy [l]

)

,

for an appropriate choice of l̃. Since fs is higher than the Nyquist

rate of the beam as well, the DFT coefficients of the beamformed

signal, ck, are related to csk in a similar manner to (13). Note that in

order to calculate an arbitrary set κ of size K of DFT coefficients of

the beamformed signal, we need to know at most K+L1+L2 Fourier

series coefficients of each one of the individual signals. In typical

imaging setup, K is on the order of hundreds, while an adequate

approximation in (12) can be performed by choosing L1, L2 to be

no greater than 10. Since K+L1+L2 ≃ K, we can assume a small

oversampling factor. A detailed discussion about the achieved rate

reduction is given in Section 5.

4. SIGNAL RECONSTRUCTION

It can be shown that the beamformed signal in 3D imaging ap-

proximately satisfies the FRI model, just as it does in 2D imaging.

Namely, it can be written as

Φ(t; θx, θy) ≃

J
∑

j=1

b̃jh(t− tj) (15)

where h(t) is the transmitted pulse shape, J is the number of scatter-

ing elements in direction (θx, θy), {bj}
J
j=1 are the unknown ampli-

tudes of the reflections and {tj}
J
j=1 are the times at which the reflec-

tion from the j-th element arrives at the reference element (m0, n0).
Having acquired the Fourier coefficients ck as described in the

previous section, we now wish to reconstruct the beamformed signal.
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As we have assumed the beamformed signal to satisfy the FRI model

our task is to extract the unknown parameters, {bj}
J
j=1 and {tj}

J
j=1.

The beamformed signal does not exist in the analog domain, and

therefore we consider a quantized model of equation (15):

Φ[l; θx, θy] ≃
J
∑

j=1

b̃jh[l − qj ] =

L−1
∑

j=0

bjh[l − j] (16)

where bj = b̃jδj,qj and δa,b is the Kronecker delta. It can be shown

that the DFT coefficients of Φ[l; θx, θy] satisfy:

c = HDb (17)

where c is a vector of length K with k-th entry ck, H is a K ×
K diagonal matrix with k-th entry hk where hk is the k-th DFT

coefficient of h[l], D is a K × L matrix whose rows are taken from

the L×L DFT matrix corresponding to the relevant DFT indices of

Φ[l; θx, θy], and b is a column vector of length L with j-th entry bj .

We wish to extract the values of b , which determines the beam-

formed signal. To do so, we rely on the assumption that a typical

ultrasound image is comprised of a relatively small number of strong

reflectors in the scanned tissue. In other words, we assume the vector

b to be compressible. Thus, the task of finding b can be interpreted

as an ℓ1 optimization problem:

min
b

‖b‖1 s.t. ‖HDb− c‖2 ≤ ε (18)

Such a problem can be solved using CS techniques.

5. SIMULATIONS AND RESULTS

To display the performance of frequency-domain beamforming, we

present the imaging of a phantom comprised of 5 fishing wires, each

with a diameter of 0.3 mm. The properties of the imaging system

are described in Section 2. We note again that the bandwidth of the

signals is 6 MHz, spanning from 1 MHz to 7 MHz. We also note that

since the individual signals, as well as the beamformed signal, are

comprised of L = 2048 samples, the bandwidth of the beamformed

signal contains Ω = 615 DFT coefficients.

We processed the data, choosing K = Ω/2. A cross-section of

the 3D frame is displayed in Fig. 2. We present a comparison of the

frequency-domain beamforming method to the time-domain beam-

forming method by displaying the normalized lateral line spread

function (LSF) acquired by each method in Fig. 3. The LSFs were

acquired for a wire target placed at 37 mm depth around θx =
−2◦, θy = −2◦, were plotted on a constant-r arc and compounded

for a slice thickness of 1 mm to include most of the side-lobes en-

ergy. The properties of the LSFs are displayed in Table 1. We see

that the side-lobes of the frequency-domain beamformed image con-

tain more energy with respect to the time-domain beamformed im-

age. We also note the loss of axial resolution, displayed in Fig. 2,

stemming from the narrow bandwidth used to reconstruct the image.

This problem will be addressed in future work, as the axial resolution

can be improved given a better estimation of the transmitted pulse.

However, the main features of the image are clearly visible.

Reconstruction Full width at Averaged First side-

method half maximum side-lobes lobe’s peak

Time 3.47◦ −28.04 dB −20.76 dB

Frequency 3.36◦ −15.94 dB −14.85 dB

Table 1. LSFs properties

To conclude, we assess the number of samples used to recon-

struct the single 3D frame whose cross-section is displayed in Fig.

(a) Time-domain beamforming (b) Frequency-domain beamforming

Fig. 2. Cross-section of the wires phantom data. The frequency-

domain beamformed image was reconstructed using K = Ω/2 DFT

elements.
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Fig. 3. Normalized lateral LSF of a wire target placed at 37mm depth

around θx = −2◦, θy = −2◦.

2. Applying frequency-domain beamforming, the reconstruction re-

lied on K = 307 DFT coefficients of the beamformed signal, corre-

sponding to half of its bandwidth. To calculate these coefficients, ac-

cording to (14), we chose L1 = L2 = 5. Therefore, a total amount

of ν = K + L1 + L2 = 317 DFT coefficients were required at

each transducer. A mechanism proposed in [12] allows us to obtain

these coefficients from ν samples, using an appropriate analog ker-

nel. Thus, a single frame can be produced by processing a total of

625×64×317 = 12.68·106 samples - more than a 6-fold reduction

over the amount of samples required by time-domain beamforming,

calculated in Section 2. The sampling rate, given by ν/T ≃ 3.09
MHz, is about half of the signal’s passband Nyquist frequency, and

lower than the actual sampling rate fs by a factor of 3
20

.
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