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ABSTRACT

Multichannel sound reproduction systems aim at providing an op-

timal acoustical sensation to the listener by enhancing the listening

experience and improving the spatial sound impression of the virtual

scene. In this context, many audio applications requiring adaptive

processing schemes have been developed in order to improve the per-

formance of the audio reproduction. However, online multichannel

systems identification requires the introduction of suitable solutions

for overcoming the well-known non-uniqueness problem related to

the correlation existing among the loudspeaker signals. This issue

has been deeply investigated considering stereophonic systems but

its extension to multichannel systems may not be so straightforward.

In this paper, a novel solution for speech and audio signals is pre-

sented based on the “missing-fundamental” phenomenon. Experi-

mental results proved the effectiveness of the approach also making

comparisons with the existing state of the art.

Index Terms— Channel decorrelation, missing-fundamental

phenomenon, multichannel system identification

1. INTRODUCTION

The main objective of a multichannel sound reproduction system is

to give an optimal acoustical sensation to the listener by enhancing

the listening experience and improving the spatial sound impression

of the virtual scene [1, 2, 3]. In this context, multichannel systems

identification has become essential for several audio applications re-

quiring adaptive processing schemes (e.g., acoustic echo cancella-

tion [4, 5, 6] and room equalization [7, 8]). Unfortunately, when a

linear relationship exists among the loudspeaker signals, the correla-

tion matrix results ill-conditioned and there is not a unique solution

of the normal equation [4]. This is commonly known as the “non-

uniqueness problem”. Indeed, when the modeling filters have the

same length as the actual impulse responses (IRs), the normal equa-

tion of the adaptive algorithm has no unique solution. Actually, in

the real scenario, the infinite length of the IRs ensures a unique solu-

tion, but the covariance matrix is very ill-conditioned [4]. Therefore,

a method to reduce interchannel coherence must be introduced in

order to obtain good performance in the system identification.

Several efforts have been done in the field of acoustic echo can-

cellation mainly focusing on stereophonic signals as summarized

in [9]. These approaches can be divided into two main categories:

methods based on the direct alteration of the stereo signal (e.g., half-

wave rectifier [10], time-varying all-pass filters [11][12], phase mod-

ulation [13], frequency shifting [14], “missing-fundamental” theory

[4, 9]) and other techniques based on the introduction of an exter-

nal signal to both channels, exploiting psychoacoustic phenomena

(e.g., introduction of masked noise considering the human auditory

system [15][16]).

The application of these solutions to multichannel reproduction

systems may not be much straightforward. Some of the cited ap-

proaches have been generalized to the multichannel scenario, e.g,

the phase modulation approach [13] and the half-wave rectifier dis-

tortion [10]. The former is designed for surround sound systems like

5.1 while the latter has a high impact on the audio quality of the

input signal. The goal of this work is that of providing a novel so-

lution for multichannel reproduction systems that results suitable for

speech and teleconferencing applications and also for high quality

audio systems. Starting from the results obtained for stereophonic

signals [4, 5, 6, 9, 17], a novel approach for multichannel audio

systems decorrelation is presented. The approach is still based on

the missing fundamental theory but novel aspects are introduced for

dealing with more than two channels. In particular, taking into con-

sideration the techniques previously proposed by the same authors

for stereophonic signals, the missing-fundamental based approach

has been combined with the introduction of time-varying allpass fil-

ters since they result suitable for a multichannel extension.

The paper is organized as follows. The novel solution for multi-

channel decorrelation is presented in Section 2 discussing the main

original issues to deal with a multichannel scenario. Then, the vali-

dation by means of several simulations is reported in Section 3 mak-

ing also comparisons with another well known approach existing in

the literature. Finally, conclusions are drawn in Section 4.

2. PROPOSED APPROACH

A novel channel decorrelation solution for multichannel reproduc-

tion systems is discussed starting from the results reported in our

previous works focused on stereophonic acoustic echo cancellation

[4, 9]. Psychoacoustic criteria are taken into consideration in or-

der to avoid annoying audible distortion. In particular, the missing-

fundamental based approach has been combined with the introduc-

tion of time-varying allpass filters as described in the following.

A typical scenario of multichannel system identification is taken

into consideration with L loudspeakers and M microphones. For

the sake of clarity, the scenario is reported in Fig. 1 with only one of

the M microphones since the proposed approach can be discussed

independently for each microphone. Each input channel xl(n), be-

ing l = 1, · · · , L, is divided into two subbands using the low-pass

filter Hlp(z) and the high-pass filter Hhp(z), respectively. Then, an

adaptive notch filter Hl(z, n) is applied in the low-frequency range

for estimating and removing the fundamental frequency while in the

high-frequency range the signal phase is altered through a second-

order time-varying allpass filter Fl(z, n) varying with the estimated
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Fig. 1. Multichannel system identification with decorrelation.

fundamental frequency fl(n). In this way, each processed channel

x′

l(n) is obtained and applied to the multichannel adaptive system

represented by the matrix w(n) = [w1(n) · · ·wL(n)] composed

of L · N filters coefficients. The error signal at each time instant n

between the output of the multichannel adaptive filter y′(n) and the

desired output signal y(n) is then computed as follows [18]:

e(n) = y(n)− y
′(n) = y(n)−

L
∑

l=0

N
∑

k=0

xl(n− k)wl(k). (1)

Finally, the filters coefficients are updated by minimizing the power

of the error signal in Eq. (1). Considering the techniques previ-

ously proposed by the same authors for stereophonic signals, the

missing-fundamental based approach and the introduction of time-

varying allpass filters have been chosen since their extension to the

multichannel scenario is quite straightforward. In the following, the

two techniques applied in the low and high-frequency range are de-

scribed in details.

2.1. Missing-fundamental approach

In the low-frequency band, the “missing-fundamental” phenomenon

is exploited for lowering the interchannel coherence [4]. This is a

well known psychoacoustic phenomenon related to the perception

of pitch (i.e., the fundamental frequency) without the correspond-

ing frequency actually being contained in the signal. For a com-

plex tone consisting of different frequency harmonics, the pitch is

related to the fundamental frequency presence. When it is removed

from the set of harmonics, the perceived sound is almost unchanged:

the pitch perception does not change but there is a slight alteration

of the sound timbre due to the number of reproduced harmonics.

This phenomenon has been explained as a human brain capability

of processing the information present in the overtones to calculate

the “missing-fundamental” [19]. This effect is usually employed to

enhance low-frequency sound reproduction, especially in the case

of small loudspeakers [20] and inexpensive audio systems, whereby

a set of harmonics above the loudspeaker cut-off frequency is cre-

ated in order to increase the bass experience. In our approach, the

“missing-fundamental” effect is exploited to reduce the coherence

among the L input channels. While in the two-channel scenario the

adaptive notch filter was applied only on one channel of the stereo

signal, in the multichannel scenario the fundamental frequency is

estimated and removed from all the L input channels applying L

second-order lattice form notch filters. The l-th notch filter is de-

scribed by the following transfer function:

Hl(z, n) =
1 + 2kl(n)z

−1 + z−2

1 + kl(n)[1 + αl(n)]z−1 + αl(n)z−2
, (2)

being l = 1, · · · , L the channel index. This function is described by

the adaptive coefficient kl(n), related to the tracked frequency fl(n),
and the pole-zero contraction factor αl(n) controlling the bandwidth

of the filter [21]. Besides removing the fundamental frequency, the

notch filter can change its cut-off frequency at each new sample to

track the time-varying fundamental frequency. In this way, decorre-

lation is provided in the whole low-frequency band acting as happens

with time-varying all-pass filters [11].

The notch filter related to each channel is charcterized by a dif-

ferent value of the contraction factor αl(n) that performs a slow vari-

ation. In this way, the disparity among channels is guaranteed also

when the channels are characterized by the same fundamental fre-

quency. In particular, the vector αl(n) = [α1(n), · · · , αL(n)] is

updated as follows:

αl(n) =

{

s[αl(n− 1), 1] if
(

n−Q
⌊

n
Q

⌋)

= 0

αl(n− 1) otherwise,
(3)

where s(·, 1) is a right circular shift of one sample performed every

Q samples, being Q the block length. Assuming the scenario with

L = 3 channels, Fig. 2 shows the magnitude response of the notch

filter of each channel with the vector α(0) = [0.95, 0.75, 0.55] at

time instant 0 and the same notch at 200 Hz proving that different

bandwidths and depths of the notch can be obtained with different

values αl.

The coefficient kl(n) is bounded in the range (−1, 1) to prevent

the filter from diverging using the following sigmoid function:

kl(n) =
2

1 + e−gl(n)
− 1, (4)

where gl(n) ∈ R is the parameter to be minimized in the cost func-

tion computed as fully described in [9]. The estimated frequency

fl(n) can be computed at every step from the knowledge of kl(n)
since

fl(n) =
fs

D
·
1

2π
cos−1[−kl(n)], (5)

being fs the sampling frequency and D the down-sampling factor.

In order to improve the estimation and tracking performance

of the approach, pre-emphasis and de-emphasis stages are intro-

duced. Pre-emphasis is typically used in the field of automatic

speech recognition for boosting the amount of energy in the high-

frequency band where the glottal pulse produces less energy than
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Fig. 2. Magnitude response of three notch filters considering

α(0) = [0.95, 0.75, 0.55] and the same notch at 200 Hz.
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Fig. 3. SD obtained (1) without decorrelation, (2) with the half-

wave rectifier techinque [10], and (3) with the proposed approach.

(a) Speech signal. (b) Music signal.

in the low-frequency band, especially for voiced segments [22, 23].

Differently, in this approach, pre-emphasis is used to emphasize the

low-frequency band for better tracking the fundamental frequency

and its effect is undo by de-emphasis. Thus, they are characterized

by the following transfer functions:

Hpre(z) =
1

1− νz−1
(6)

Hde(z) = 1− νz
−1

, (7)

where 0 < ν < 1. The pre-emphasis stage offers the advantage

of improving the tracking performance, especially when the low-

frequency range includes also some harmonics.

2.2. Second-order time-varying all-pass filtering

Regarding the high-frequency range, L second-order time-varying

all-pass filters are applied in order to alter the phase of the input

channels (Fig. 1). The time variation of the all-pass filters has to

be chosen in such a way that does not alter the spatial perception

of the speech [11]. Thus, allpass filters characterized by a pole with

multiplicity 2 related to the adaptive coefficient kl(n) of Eq. (4) have

been considered. The l-th allpass filter has the following transfer

function [24]:

Fl(z, n) =
k2
l (n)− 2kl(n)z

−1 + z−2

1− 2kl(n)z−1 + k2
l (n)z

−2
, (8)

where the restriction |kl(n)| < 1 described in Section 2.1 ensures

the causality and stability of the filter. Furthermore, the restriction

derived from the known “just noticeable inter-aural delay” [25] is

also satisfied. More specifically, this delay represents the minimum

change in the inter-aural time delay between the two ears that causes
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Fig. 4. SD obtained (1) without decorrelation, (2) with the half-

wave rectifier techinque [10], and (3) with the proposed approach

considering an abrupt change. (a) Speech signal. (b) Music signal.

a noticeable change in the perception of the direction of sound. The

introduced delay must vary between 30µs and 200µs [25]. As

demonstrated in [11, 26], considering the group delay of Eq. (8)

and |kl(n)| < 1, the maximum change in the time of arrival of each

frequency results limited to within about 40µs.

3. ALGORITHM VALIDATION

In this section, the effectiveness of the proposed approach in improv-

ing the performance achievable for online system identification is

presented showing how the interchannel coherence affects the cor-

rect estimation of the actual IRs. Tests have been carried out con-

sidering the online system identification without any decorrelation

algorithm as the reference scenario and comparing the obtained im-

provement also taking into consideration a well-known approach still

existing in the literature, i.e., the half-wave rectifier nonlinearity with

nonlinear parameter γ = 0.5 [10].

Results are presented in terms of the spectral distance SDm(i)
at microphone m between the spectral representations Gl(k, i) and

Wl(k, i) of the actual and estimated IRs, respectively, as follows:

SDm(i) =

∑L

l=0

∑K

k=0 |Gl(k, i)−Wl(k, i)|
2

∑L

l=0

∑K

k=0 |Gl(k, i)|
2

, (9)

being i the frame index, k = 1, · · · ,K the discrete frequency,

and l the loudspeaker index. Moreover, the influence of the cor-

relation among the loudspeaker signals on the convergence perfor-

mance is underlined showing the interchannel coherence in terms

of magnitude-squared coherence (MSC). MSC is described by the

following equation as a function of the discrete frequency k:

MSC(k) =

∣

∣Pxjxh
(k)

∣

∣

2

Pxjxj
(k)Pxhxh

(k)
, (10)
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Fig. 5. MSC obtained considering a speech signal (1) without decorrelation, (2) with the half-wave rectifier techinque [10], and (3) with the

proposed approach. (a) Channel 1 vs channel 2. (b) Channel 1 vs channel 3. (c) Channel 2 vs channel 3.

0 0.5 1 1.5 2

x 10
4

0

0.2

0.4

0.6

0.8

1

Frequency (Hz)

M
S

C

 

 

(1) (2) (3)

(a)

0 0.5 1 1.5 2

x 10
4

0

0.2

0.4

0.6

0.8

1

Frequency (Hz)

M
S

C

 

 

(1) (2) (3)

(b)

0 0.5 1 1.5 2

x 10
4

0

0.2

0.4

0.6

0.8

1

Frequency (Hz)

M
S

C

 

 

(1) (2) (3)

(c)

Fig. 6. MSC obtained considering a music signal (1) without decorrelation, (2) with the half-wave rectifier techinque [10], and (3) with the

proposed approach. (a) Channel 1 vs channel 2. (b) Channel 1 vs channel 3. (c) Channel 2 vs channel 3.

where Pxjxj
and Pxjxh

are the auto power spectra and cross power

spectra between channels j and h (j 6= h), respectively.

All the presented tests have been done considering both a speech

signal (SQAM disk [27]) and a music signal sampled at 44.1 kHz

and IRs of length 2048 samples simulated using the image method

[28]. The room has fixed dimensions of 3m×2m×2.5m with a

reverberation time of about 0.2 s. Adaptive filters of length 2048
samples have been used considering a fixed step size µ = 0.025 for

system identification using a frequency-domain adaptive filtering al-

gorithm as described in [7, 29]. Two test sessions were carried out

assuming the same scenario with M = 3 microphones and L = 3
loudspeakers but considering a change in the position of the micro-

phones at t ≈ 32 s in the second test in order to evaluate the response

of the algorithm to an abrupt change.

Regarding the implementation of the proposed method, a dec-

imation factor of 32 is applied to the low-frequency channel to

increase spectral resolution and ν = 0.5 is used for the pre/de-

emphasis factor. The vector α has been defined considering uni-

formly distributed values in the range from 0.55 to 0.95 in order to

provide a time-varying bandwidth and depth of the notch filter and

thus to obtain the disparity among channels. Therefore, the vector

α = [0.95, 0.75, 0.55] has been defined applying a frame-by-frame

shifting every 0.1 s. All these parameters have been fixed to mini-

mize the average SD but optimizing the trade-off between channel

decorrelation and audio quality preservation. Informal listening tests

were carried out to obtain preliminary subjective results.

Fig. 3 reports the obtained SD averaged over the 3 microphones

for a speech and a music signal, respectively. It is evident that the

proposed approach improves both the accuracy and speed of the con-

vergence towards the actual IRs with respect to the nonlinear pre-

processing discussed in [10]. Analogous comments can be provided

considering Fig. 4 where it is evident that the proposed approach

shows a good response to the abrupt change still improving both

the accuracy and the speed of the convergence in estimating the ac-

tual IRs. Moreover, considering the results obtained with the ref-

erence scenario without decorrelation (Figs. 3 and 4), it is evident

that the correlation among channels affects the performance as also

confirmed by Figs. 5 and 6 where the interchannel coherence among

channels is reported. Indeed, the better convergence performance

provided by the proposed approach corresponds to lower values of

the MSC.

4. CONCLUSION

A novel solution for multichannel reproduction systems that results

suitable for both speech and audio signals has been presented in

this paper. Starting from previous work by the same authors espe-

cially focused on stereophonic acoustic echo cancellation and intro-

ducing novel aspects to deal with more than two channels, a novel

decorrelation approach for preprocessing the input signals to multi-

channel adaptive filtering algorithm has been discussed based on the

“missing-fundamental” phenomenon and second-order time-varying

allpass filters. Experimental results show that the approach results

effective in the improvement of adaptive filtering algorithm perfor-

mance for system identification also making comparison with the

half-wave rectifier nonlinearity still proposed in the literature. Future

work will be oriented to the introduction of the proposed method for

improving performance of multichannel audio reproduction systems.
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