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ABSTRACT

Online learned tracking is widely used to handle the appear-
ance changes of object because of its adaptive ability. Learn-
ing to rank technique has attracted much attention recently in
visual tracking. But the tracking method with online learning
to rank suffers from the error accumulation problem during
the self-training process. To solve this problem, we propose
an online learning to rank algorithm in the co-training frame-
work for robust visual tracking. A co-training algorithm com-
bined with ranking SVM collects features and unlabeled data
for training. Two ranking SVMs are built with different types
of features accordingly and dynamically fused into a semi-
supervised learning process. This semi-supervised learning
approach is updated online to resist the occlusion and adapt
to the changes of object’s appearance. Many experiments on
challenging sequences have shown that the proposed algorith-
m is more effective than the state-of-the-art methods.

Index Terms— Visual tracking, online co-training, rank-
ing SVM

1. INTRODUCTION

As a major topic in computer vision and related fields, visu-
al tracking in video sequence has been widely used in many
applications such as surveillance, vehicle navigation and aug-
mented reality to human-computer interaction. Visual track-
ing has been investigated for more than ten years, but the de-
sign of a robust tracker is still an open problem. The robust
tracker shall adapt to various cases in real world environment
such as sudden illumination changing, varying view points,
occlusion and clutter background.

Generally, this tracking problem can be divided into t-
wo categories: generative methods and discriminative meth-
ods. Generative tracking methods learn a model to repre-
sent the appearance of an object. These methods formulate
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tracking as finding the most similar object appearance to the
traget model. The IVT method [1] utilizes an incremental
subspace model to adapt the changes of appearance. This
method performs well when the target object encounters illu-
mination changes and pose variations. A tracking framework
[2] was proposed that incrementally learns a low-dimensional
covariance tensor representation, which efficiently adapts to
appearance changes. Adam et al. [3] proposed a fragment-
based method to handle occlusion. In this method, the idea of
voting has been exploited for tracking where the template of
the object is represented by a set of local patches.

Instead of building a model to describe the appearance of
an object, discriminative tracking methods formulate track-
ing as a classification problem. The trained classifier is used
to find a decision boundary that can effectively separate the
object from the background. To handle appearance changes,
the classifier is updated incrementally over time. The ensem-
ble tracker [4] trains an ensemble of weak classifier online to
distinguish the object from background. Each weak classifi-
er is a linear hyperplane in a feature space composed of his-
togram of gradient orientations and R, G, B colors. Collins et
al. [5] proposed a method to adaptively select color features
that effectively discriminate the object from background in
each frame. To alleviate the drift problem, Babenko et al. [6]
proposed a tracking method based on the online multiple in-
stance learning (MIL) method which puts all ambiguous pos-
itive and negative samples into bags to learn a discriminative
model. And Grabner et al. [7] proposed a semi-supervised
online boosting method to handle the drift problem.

However, the main problem of above discriminative
method is the error accumulation during the self-training
process. The trained classifier updates itself by the classi-
fication results. When each time the classifier updates, an
error might be introduced which results in a tracking error.
So the tracker is not robust to outliers and may drift or fail
in target tracking. To solve this problem, we propose an on-
line tracking algorithm which considers the learning to rank
problem into the co-training framework. Co-training is a typ-
ical semi-supervised learning algorithm. In this framework,
two different types of features such as Haar-like features and
HOG features are collected and used to learn the ranking
SVM accordingly. Two ranking SVMs are online updated
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and dynamically fused into a final classifier by co-training.
The final ranking SVM outputs the classified result in which
the target is ranked higher than others around it. Compared
with other discriminative trackers, our online semi-supervised
learning approach promotes each ranking SVM classifier that
uses the information from other features, thus leading to be
more robust.

The rest of this paper is organized as follows. Section
2 gives a briefly overview of the related work. The proposed
Online Co-traing ranking SVM algorithm is presented in Sec-
tion 3. Finally, experimental results are presented in Section
4, and the last section draw a conclusion.

2. RELATED WORK

Discriminative method formulates object tracking as a bina-
ry classification which aims to separate the target object from
the background. As a discriminative method, learning ranking
function has been a major issue in machine learning. Among
rank learning methods, ranking SVM has been favorably ap-
plied to various applications in computer vision. The Rank-
Boost algorithm with L1 regularization was proposed by Yang
et al. [8] for facial expression recognition. Huang et al. [9]
proposed a transductive learning framework with hypergraph
ranking in image retrieval. Recently, Bai et al. [10] tried to
deal with the tracking problem as ranking problem and pro-
posed a tracker based on the ranking SVM. Furthermore, they
formulated the tracking process as a weakly supervised rank-
ing problem and proposed an online Laplacian ranking SVM
[11] for visual tracking. However the online discriminative
method is self-training. Each time the classifier updats, track-
ing error would be introduced and accumulated which would
finally result in drift or tracking failure.

Recent approaches formulate the discriminative tracking
methods as semi-supervised learning to tackle the above prob-
lem. Co-training method proposed by Blum and Mitchell [12]
is a principled semi-supervised method for learning in data
with two feature representations. Yu et al. [13] proposed a
Bayesian undirected graphical model for con-training. A non-
stationary co-training kernel for Gaussian process classifiers
is introduced in order to avoid alternating view optimization-
s. A co-training framework [14] was proposed to train two
SVMs trackers online with color histogram features and HOG
features.

3. TRACKING WITH ONLINE CO-TRAINING
RANKING SVM

3.1. Ranking SVM

Learning to rank is a kind of machine learning technique used
to build a ranking model which has received increasing at-
tention. Among existing learning to rank methods, support
vector machine are used widely in building ranking model.

Ranking SVM has been proposed by Herbrich et al [15] and
applied to various applications for its prominent performance
on learning a ranking function.

Assume that the input space and output space are Rn and
R. Let input set X ⊆ Rn, where n denotes the dimension of
the input space. And label set Y = {y1, y2, . . . , yk} ⊂ R is
the output set. The ranking function is define as

H : Xn → Y, (xi, xj) ∈ X (1)

where (xi, xj) are two objects to be rank. If xi is preferred to
xj , it can represented as xi � xj . Then the original training
set can be transformed into a pair-wise training set as

(xi − xj , y), y =

{
+1 if xi � xj
−1 otherwise (2)

where y is the label of the training pair. Assume there exists
a linear ranking function H(x) = wTx, then the preference
relations between instances can be calculated by

xi � xj ⇔ H(xi) > H(xj) (3)

H(xi) > H(xj)⇒ wTxi > wTxj ⇒ wT (xi − xj) > 0.
(4)

The ranking problem with training data is transformed to the
binary classification problem with training data pairs. And
a SVM model is generated to solve the binary classification
problem. The primary problem of ranking SVM is formulated
as

min
w,η

1

2
‖w‖2 + C

∑
ξi,j

s.t. ∀(i, j) ∈ {(xi, xj) : yi > yj} : wT (xi − xj) > 1− ξi,j ,
ξi,j > 0.

(5)

where C is the parameter that controls the trade-off between
training error and margin size. Training ranking SVM is a
quadratic optimization problem to balance the maximization
of ranking margin and the minimization of the ranking er-
ror of the training pairs. This problem can be expressed and
solved in its dual form

max
β

∑
i,j

βi,j −
1

2

∑
i,j

∑
u,v

βi,jβu,v(xi − xj)T (xu − xv)

s.t. 0 ≤ β ≤ C.
(6)

The result ranking function can be written as

H(x) =(w∗)Tx =
∑
i,j

xT (xi − xj)

w∗ =
∑
i,j

β∗i,j(xi − xj).
(7)

Figure 1 illustrates an overview of the learning of ranking
SVM.

6619



Fig. 1. Illustration of ranking SVM learning.

3.2. Co-training

Co-training has been proved to be an effective semi-supervised
classification framework. It was formulated as a PAC-style
learning formally [12]. This framework assumes that each
example is described by at least two different feature sets
that provide different, complementary information about the
instance. It is proved that co-training can find an accurate
decision boundary by given a small quantity of labeled data.

In the algorithm we proposed, two types of features such
as Haar-like features and HOG features are considered to pro-
vide different and complementary information about the in-
stance. Two feature sets formed with these features are used
to learn the ranking SVM model accordingly. These clas-
sifiers then go through unlabeled instances, label these in-
stances and add the error predictions into the label set of the
other classifier. Then two ranking SVMs are updated simulta-
neously and dynamically fused into a final ranking SVM. This
final classifier outputs the classified result and the location of
target.

3.3. Discriminative tracker using CoRSVM

In our approach, Image patches are extracted from initial
frames and several recent frames to construct the labeled
training sets and then every instance is represented by a vec-
tor of Haar-like features and HOG features. The way we
construct the training set has a certain similarity to the work
[10, 11]. The labeled training set consist of two sets Xh

t and
X l
t . It is assumed that the patches around the location of

object within a couple of pixels should be ranked higher than
other patches. Then we can difine Xh

t = {x : ‖l(x) − l∗‖ ≤
r} and X l

t = {x : α ≤ ‖l(x) − l∗‖ ≤ β}, where x is an
image patch and l∗ is the object location in frame t. α and
β control the area of sampling and 1 ≤ r ≤ α. We generate
pairs of instances by sampling frames from Xh

t and X l
t then

construct the training set Xt ≡ {(xi, yi), (xj , yj) : yi > yj}.
Then the training set is represented by Haar-like features and

Fig. 2. Qualitative comparison results with six algorithms.

HOG features respectively and form the training set Xhaar
t

and Xhog
t accordingly. Afterwards, the ranking function

H(x)haar and H(x)hog are learned though Eq.6 with Xhaar
t

and Xhog
t . Then we get two classifier Chaar and Chog .

In order to fuse trained classifiers into a final classifier, we
evaluate the classifiers in the labeled sample set and calculate
the errors [16]. The error is defined as

error =
(N − Y+)− (M − Y−)

2

Y+ =

N∑
i=1

sign(C(Vi+)), Y− =

M∑
i=1

sign(C(Vi−))

(8)

whereN andM are the number of positive and negative sam-
ples accordingly, Vi+ is the ith positive, Vi− is the jth nega-
tive sample. Once the errors have been computed, we assign
weight to each classifier by

whaar =
1− errorhaar + ε

errorhaar + errorhog + ε

whog =
1− errorhog + ε

errorhaar + errorhog + ε

(9)

where ε is some small constant used to avoid the divide by 0.
Afterwards, the score of the final classifier C can be calculat-
ed by

H(x) = H(x)haar ∗ whaar +H(x)hog ∗ whog. (10)
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Fig. 3. Qualitative comparison results with two algorithms.

Then, the patch with score by Ht(x) is calculated and we use
a greedy strategy to get the object location:

l∗t = l(arg max
x∈Xt

Ht(x)) (11)

4. EXPERIMENTS

We compare our algorithm with 6 state-of-the-art tracking al-
gorithms denoted as: Frag [3], L1 [17], MIL [6], PCA [1],
P-N [18] and VTD [19]. Moreover, we compare our algorith-
m with two kind of SVM based tracking algorithms, Ranking
SVM [10] and Struck SVM [20].

Our proposed algorithm is implemented in C++. In our
experiments, all parameter settings are fixed. In training
stage, the location of the target is labeled by the ground truth
in the first 5 frames and by the trained classifier in 5 most
recent frames. We set sample parameters r = 2, α = 8,
β = 30, and the search radius γ = 30.

Firstly, we evaluated proposed algorithm compared with
6 algorithms on 4 challenging sequences: Davidoutdoor, Girl,
Caviar1 and Lemming. The tracking results shown in Figure
2 demonstrate that the proposed tracker performs well against
the other state-of-the-art algorithms. Secondly, the proposed
algorithm was compared with two kind of SVM based algo-
rithms on 4 sequences: Davidoutdoor, Tiger2, Shaking and
Animal. Our tracker outperforms other SVM based methods.
The compared tracking results are shown in Figure 3. And
the results of quantitative comparison shown in Figure 4 also

Fig. 4. Quantitative comparison results.

verify that our tracker consistently produces a small distance
error than other trackers in most of cases.

5. CONCLUSION

In this paper, we have formulated tracking as an online semi-
supervised learning problem and proposed an online learn-
ing to rank algorithm in the co-training framework. In this
approach, two ranking SVMs are built with different type-
s of features accordingly. Moreover, they are dynamically
fused into a co-training process. This semi-supervised ap-
proach is updated online to resist the occlusion and adapt to
the changes of object’s appearance. The results of the experi-
ments launched on challenging sequences have demonstrated
that our proposed algorithm is more robust and effective than
several state-of-the-art algorithms.
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