
LINK ADAPTATION FOR INTERFERENCE ALIGNMENT WITH IMPERFECT CSIT

Mohsen Rezaee†, Mehrdad Taki‡, Maxime Guillaud†

†Institute of Telecommunications, Vienna University of Technology,
Vienna, Austria – e-mail: {mohsen.rezaee,guillaud}@tuwien.ac.at

‡Electrical Engineering Department, University of Isfahan,
Isfahan, Iran – e-mail: mehrdadtaki@eng.ui.ac.ir

ABSTRACT

In this paper link adaptation for interference alignment (IA)
based on imperfect channel state information (CSI) is investigated.
We consider a MIMO interference channel where the transmit and
receive spaces are determined by IA. We look at maximizing a
weighted sum of the average rates provided that a certain set of
bit-error-rate and power constraints are satisfied by dynamically
adjusting coding, modulation and powers. The problem is quite
general and intractable. We resort to some approximations and pro-
vide simulations to show the accuracy of the approximations in the
regimes with practical interest.

1. INTRODUCTION

Interference alignment (IA) has received a lot of attention due to
its promising performance improvement over orthogonal schemes.
It has been shown that as long as a set of feasibility conditions are
satisfied, IA can achieve the maximum achievable DoF in a K-user
constant MIMO IC [1]. A few papers have investigated the effect of
imperfect channel state information at the transmitter (CSIT) on the
performance of IA [2–6]. However, an improved IA-based scheme
that accounts for the imperfect CSIT is still missing. Even though
methods have been proposed to reduce the CSIT requirement [7],
we need to contain the effect of the residual interference caused by
imperfect CSIT and look for methods that can deal with this residual
interference properly. Link adaptation methods can be very helpful
to deal with residual interference and exploiting the direct channels.
Link adaptation improves the performance of a wireless link by ad-
justment of the rate and/or power at the TX based on the estimated
CSI fed back from the RX [8]. Extensive research has been done
on link adaptation for point-to-point links. Discrete rate link adap-
tation for practical systems is introduced in [8] by using adaptive
modulation (AM) and is extended to adaptive modulation and cod-
ing (AMC) in [9].

In this paper we consider a MIMO IC where the transmit and re-
ceive spaces are determined by IA. Considering practical modulation
schemes, we use adaptive modulation, coding and power (AMCP) to
maximize a weighted sum of the average rates while having a sum-
power constraint across the users and ensuring that the bit-error-rate
(BER) for decoding every stream in the network remains below a
certain threshold. Simulation results are provided to compare the
proposed scheme with the orthogonal transmission scheme. 1

This work was supported by the FP7 projects HIATUS (grant 265578)
and Newcom# Network of Excellence in Wireless Communications and by
the Austrian Science Fund (FWF) through grant NFN SISE (S106).

1Notation: Nonbold letters represent scalar quantities (italics denote ran-

2. SYSTEM MODEL

Consider an interference channel in which K TXs communicate with
their respective RXs over a shared medium. For simplicity we as-
sume that every TX is equipped with Nt antennas while every RX
has Nr antennas. Data symbols are spatially precoded at the TXs.
Let d denote the number of data streams sent by each TX. Our re-
sults can be extended to more general configurations as long as the
feasibility conditions for IA [1] are satisfied. The received signal at
RX i reads

yi = HiiVixi +
∑

1≤j≤K
j6=i

HijVjxj + ni (1)

in which Hij ∈ CNr×Nt is the channel matrix between TX
j and RX i, Vj ∈ CNt×d and xj ∈ Cd are the precoding
matrix and the data vector of TX j, respectively. Furthermore,
ni ∼ CN (0, σ2INr) is the additive noise at RX i. Assuming
E{xix

H
i } = diag(P̄i(1), ..., P̄i(d)), i = 1, . . . ,K, the co-

variance matrix of the signal transmitted by user i is given by
Qi = Vidiag(P̄i(1), ..., P̄i(d))VH

i . We assume that all Vi are
truncated unitary matrices, therefore the transmit power for user i is
tr (Qi) =

∑d
l=1 P̄i(l) = Pi.

3. INTERFERENCE ALIGNMENT WITH IMPERFECT
CSIT

Assuming that perfect global CSI is available at every TX, the pre-
coders Vi, i = 1 . . .K should be designed to align the interference
at each RX into a Nr − d dimensional space, in order to achieve d
interference-free dimensions per user. A solution to the IA problem
exists (see [1] and more recently [10, 11] for feasibility criteria –
here we will assume that the dimensions and the considered channel
realizations are such that the problem is feasible) iff there exist full
rank precoding matrices Vj, j = 1, ...,K and projection matrices
Ui ∈ CNr×d, i = 1, ...,K such that

UH
i HijVj = 0 ∀i, j ∈ {1, ...,K}, j 6= i,

rank
(
UH

i HiiVi

)
= d.

(2)

dom variables), boldface lowercase and uppercase letters indicate vectors and
matrices, respectively. The trace, conjugate, transpose, Hermitian transpose
of a matrix or vector are denoted by tr(·), (·)∗, (·)T, (·)H respectively. The
expectation operator is represented by E{·}. A diagonal matrix is represented
by diag(·). Absolute value of a scalar is denoted by | · |. Themth element of
a vector a and the (m, n)th element of a matrix A are denoted by a(m) and
A(m, n) respectively. The complex circularly symmetric Gaussian distribu-
tion with mean r and variance σ2 is denoted by CN (r, σ2). Finally var(.)
shows the variance of its argument random variable.
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We focus on the first condition in (2) since the second condition is
satisfied almost surely when the channel entries are drawn indepen-
dently from a continuous distribution. It is clear that any truncated
unitary matrix that has the same column space as Vi also fulfills (2)
and the same argument holds for the RX filters. This means that
we can assume without loss of generality that the equivalent direct
channels, i.e., UH

i HiiVi for i = 1, ...,K are diagonal.
When the CSIT is not perfect at the TXs, the IA filters designed

based on imperfect CSIT are denoted by truncated unitary matrices
V̂i and Ûi where

ÛH
i ĤijV̂j = 0 ∀i, j ∈ {1, ...,K}, j 6= i, (3)

where the estimated channels are denoted by Ĥij. Similar to the per-
fect CSI scenario, we assume that the filters are such that the direct
equivalent channels which we denote by Ĝii , ÛH

i ĤiiV̂i for i =
1, ...,K, are diagonal. Using the designed precoders, the received
signal after projection by the receive filters can be written as

ri = ÛH
i yi = Giixi +

∑
1≤j≤K

j6=i

Gijxj + ÛH
i ni

(4)

where Gii = ÛH
i HiiV̂i and Gij = ÛH

i HijV̂j. Clearly the sec-
ond term is due to the interference leakage from other users which
is caused by designing the filters based on imperfect CSI. Also the
equivalent channel Gii for each user is not diagonal anymore which
introduces inter-stream interference. To simplify the notation, we
denote the qth diagonal elements of Gii and Ĝii by Gq

i and Ĝq
i re-

spectively, for q = 1, ..., d.

4. STATISTICAL MODEL OF THE CSIT

We assume that the entries of the true channels Hij and the chan-
nel estimates available at the TX side Ĥij are modeled as complex
Gaussian random variables with zero mean and variance ∆ij. We
assume the following CSI imperfection model,

Hij = ρ0Ĥij +
√

1− ρ2
0Eij (5)

where we have assumed that the entries of the perturbation matrix
Eij have the same distribution as the true channel and they are in-
dependent from the entries of Ĥij. With this model the parameter
ρ0 represents the correlation between the true channel elements and
the estimated ones. Denoting the real and imaginary parts of Hij

by Xij and Yij respectively and that of Ĥij by X̂ij and Ŷij respec-
tively, due to the circular symmetry, the entries of the real matrices
are independent from the imaginary matrices. Further, we have

E{Hij(m, n)|Ĥij(m,n)} = ρ0Ĥij(m, n)

E{|Hij(m, n)|2|Ĥij(m,n)} = (1− ρ0)2∆ij + ρ2
0|Ĥij(m, n)|2.

5. IA WITH AMCP USING IMPERFECT CSIT

In the context of link adaptation, transmission rate and power of the
TX is adjusted depending on the instantaneous channel condition.
There are two different approaches for link adaptation in the liter-
ature namely, continuous and discrete link adaptation. In the first
case, capacity achieving codes with vanishing error probability are

employed and it is assumed that the rate can be adjusted continu-
ously according to the channel condition. In this case if we denote
the equivalent channel gain, the average power of noise (and inter-
ference) and the transmission power by heq, δeq and p respectively,
then the spectral efficiency of the link is equal to

log2(1 + pseq) (bit/Sec/Hz) (6)

where seq =
|heq|2

δeq
is the equivalent SINR of the link.

In the context of discrete link adaptation, adaptive coding is
used along with adaptive modulation which improves the perfor-
mance significantly. In this method, M + 1 transmission modes are
considered where every mode m corresponds to a pair of modula-
tion and coding configuration and finally provides a transmission
rate denoted by Rm. The rates for different modes are sorted as
0 = R0 < R1 < ... < RM. Mode 0 represents the case where no
information is transmitted. In mode m the BER is approximated by
the following expression [12]:

pe(pseq,Rm) = Amexp(−A′mpseq), ∀m = 0, ...,M, seq ≥ 0
(7)

where Am and A′m are constants that are determined by the trans-
mission mode. This model is based on approximating the BER curve
which is realized using Monte Carlo simulation over a large range of
SNR. The process is repeated for every mode m which yields the
parameters Am and A′m via curve fitting. In transmission mode m,
the minimum required SINR to ensure a maximum BER of B0 is
denoted by gB0(m), i.e.,

pseq ≥ gB0(m)⇒ pe(pseq,m) ≤ B0 (8)

where gB0(m) , −1
A′m

ln( B0
Am

) for B0 ≤ min (1/2,A′m). If the CSI
is not perfect, direct use of imperfect CSI instead of the true CSI in
IA and AMCP will be highly sub-optimal. Based on our assump-
tions, since the available CSI at each TX is a degraded version of
the true CSI, therefore the IA and link adaptation methods should be
revisited taking the effect of the residual interference into account.
Here we present a new scheme where AMCP is performed using
imperfect CSIT to improve IA performance.

5.1. Problem Formulation

According to Section 2, every TX has d data streams. For stream q of
user i, we denote the average power of interference and noise which
affects this stream by δq

i . Furthermore, the instantaneous true SINR
and the estimate of the instantaneous SINR (which is available at

the transmitters) are denoted respectively by γq
i =

|Gq
i |

2

δ
q
i

and γ̂q
i =

|Ĝq
i |

2

δ
q
i

. The instantaneous rate and power for stream q of user i are

denoted by kq
i = Φ(γ̂q

i ) and pq
i = Ψ(γ̂q

i ) respectively, for 1 ≤
i ≤ K and 1 ≤ q ≤ d. Based on the available CSIT at the TXs
(Ĥij, ∀i, j), the TXs choose the precoders V̂j according to (3), while
the rate and power are determined by the mappings Φ(·) and Ψ(·)
which should be designed such that the average sum-power is at most
P0 and the BER at each RX is less or equal to B0, while a weighted
sum of the average rates is maximized. The weights for different
users are denoted by ωi, i = 1, ...,K. With these definitions, the
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overall optimization problem can be formulated as follows

max
Φ(·),Ψ(·)

K∑
i=1

ωi

d∑
q=1

Eγ̂qi
{Φ(γ̂q

i )}

s.t.

K∑
i=1

d∑
q=1

Eγ̂qi
{Ψ(γ̂q

i )} ≤ P0

Eγ̂qi ,γ
q
i
{pe(Ψ(γ̂q

i )γq
i ,Φ(γ̂q

i ))} ≤ B0, ∀i, q.

(9)

Solving the exact optimization problem in (9) is intractable es-
pecially since the optimization is performed using imperfect infor-
mation about the channels. We divide the optimization problem in
(9) into the following three steps.

5.2. Effect of Imperfect CSI on IA

Here we investigate the properties of the residual interference af-
fecting the decoding of every stream when the precoders are de-
signed using IA. For simplicity we define v̂i,q and ûi,q as the qth
column of V̂i and Ûi respectively. Therefore from (4) we have
ri(q) = Gq

i xi(q) + Ii,q + I ′i,q + n′
q
i where Gq

i = ûH
i,qHiiv̂i,q is

the qth diagonal element of Gii, Ii,q =
∑

1≤l≤d
l 6=q

ûH
i,qHiiv̂i,lxi(l)

is the interference from other streams of the same user, I ′i,q =∑
1≤j≤K

j6=i
ûH

i,qHijV̂jxj is the interference from other users and

n′
q
i = ûH

i,qni is the equivalent noise for this stream. If the channels
are perfectly known (Ĥij = Hij, ∀i, j), then the terms Ii,q and I ′i,q
will be zero due to the alignment equations. In the following, we
derive the statistical properties of Gq

i (given the information about
Ĝq

i ) which can be used to derive the statistics of the true SINR.
Then we derive the power of each interference term depending on
the level of imperfectness of the channels controlled by ρ0.

5.2.1. Statistics of the direct channel power gain

It can be shown that |Gq
i |

2 and |Ĝq
i |

2 are approximately distributed
as exponential random variables (this holds exactly in the single-
stream case) [13]. Henceforth we work under the assumption that
|Gq

i |
2 and |Ĝq

i |
2 are exponentially distributed with parameter 1

∆ii
.

Note that the value of Ĝq
i is the estimation of the direct channel gain

at the transmitter and this value is used to have an instantaneous
estimate of the SINR.

5.2.2. Calculating the power of interference plus noise

In this part we calculate the power of interference plus noise for ev-
ery stream at each RX. Clearly, assuming Ûi, V̂i, Ĥij ∀i, j are given,
Ii,q is a sum of d − 1 random variables and I ′i,q is a sum of K − 1
random variables. It can be shown that every two distinct elements
of Ii,q, I ′i,q and n′

q
i are independent. This gives

δq
i = E{|Ii,q|2}+ E{|I ′i,q|2}+ E{|n′qi |2}. (10)

It can be shown that the power of the interference terms is

E{|Ii,q|2} = ∆ii(1− ρ2
0)
∑

1≤l≤d
l 6=q

P̄i(l),
(11)

E{|I ′i,q|2} = (1− ρ2
0)
∑

1≤j≤K
j6=i

∆ij

∑
1≤l≤d

P̄i(l). (12)

Also it is clear that the noise variance will not change after projec-
tion by the (truncated unitary) receive filters.

5.2.3. Statistics of γq
i conditioned on γ̂q

i

In the considered link adaptation method, transmission rate and
power are designed based on the SINR of the link. Since only γ̂q

i is
available at the TX, in order to do link adaptation, we need to find
the relationship between γq

i and γ̂q
i or, more precisely, the statistics

of γq
i given γ̂q

i should be determined. We know that |Gq
i |

2 and |Ĝq
i |

2

and hence γq
i and γ̂q

i have exponential distribution approximately.
The pdf of two correlated exponential random variables reads

fγqi |γ̂
q
i
(x1|x2) =

1

Γq
i (1− ρ)

exp

{
−ρ

1− ρ
x2

Γ̂q
i

}
(13)

· I0

{
2
√
ρ

1− ρ

√
x2

Γq
i Γ̂q

i

√
x1

}
exp

{
−x1

Γq
i (1− ρ)

}
where Γq

i , E{γq
i } and Γ̂q

i , E{γ̂q
i }, therefore Γq

i = Γ̂q
i =

∆ii
σ2+E{|Ii,q|2}+E{|I′i,q|

2} . Also it can be shown that the correlation

coefficient is equal to ρ = ρ2
0 [13].

5.3. Point-to-Point Link with Imperfect CSIT

5.3.1. Point-to-Point Link with average power and BER constraints

Denoting the true SINR and the estimated SINR by γ and γ̂ respec-
tively and Γ and Γ̂ their respective expectations, the conditional dis-
tribution fγ|γ̂ is according to (13). The goal is to design the transmis-
sion scheme using adaptive power and rate p = Ψ(γ̂) and k = Φ(γ̂)
which are functions of the estimated SINR. The design parameters
are the functions Ψ(·) and Φ(·) such that the average rate is max-
imized while the average power and average BER constraints are
satisfied as formulated in the following optimization problem

max
Φ(·),Ψ(·)

E{Φ(γ̂)}

s.t. E{Ψ(γ̂)} ≤ Pmax (C′1)

Eγ,γ̂{pe(Ψ(γ̂)γ,Φ(γ̂))} ≤ B0. (C′2)

(14)

Condition (C′2) is complicated and instead we enforce the same
condition for any instance of γ̂, i.e., Eγ{pe(pγ, k)|γ̂} ≤ B0. By
satisfying this condition, (C′2) is always satisfied.

Lemma 1 Defining A0 = max(A1, · · · ,AM), to satisfy the BER
condition (C′2) it is sufficient to have

gB0
(m)

Q1γ̂+Q2
≤ Ψ(γ̂), where

Q1 = ρ2
0

Γ

Γ̂
and Q2 = (1− ρ2

0)Γln( B0
A0

).

Proof: See [13].
Considering the limitation on the transmit power (condition

C′1), Lemma 1 gives Ψ(γ̂) =
gB0

(m)

Q1γ̂+Q2
. Clearly when ρ0 → 1

(more accurate channels), we get (8) which was derived for perfect
channels. Similar to [9], where link adaptation is performed using
perfect SINR estimates, we divide the range of γ̂ using thresholds
tm, 0 ≤ m ≤ M such that when γ̂ ∈ [tm, tm+1) then the transmis-
sion rate is chosen to be Rm. Therefore the optimization problem
(14) can be reformulated as

max
{tm}Mm=0

M∑
m=0

Rm

∫ tm+1

tm

fγ̂(γ̂)dγ̂

s.t.

M∑
i=0

gB0(i)

∫ ti+1

ti

fγ̂(γ̂)

Q1γ̂ + Q2
dγ̂ ≤ Pmax.

(15)
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Note that we have implicitly included the BER constraint. Using
the Lagrangian method we can show that the optimal thresholds are
given by

tm =
λ

(gB0
(m)−gB0

(m−1))

Rm−Rm−1
−Q2

Q1
, 0 ≤ m ≤ M (16)

The Lagrangian multiplier λ is computed such that the power con-
straint is satisfied with equality.

5.3.2. Approximation of the average rate in a point-to-point link

Inspired by the Gaussian channel, we approximate the average rate
achievable in the link by E{k} = L1 log(1 + L2ΓPmax) where L1

and L2 are functions of the transmission modes m, maximum error
probability B0 and the CSI uncertainty parameter ρ0. We have used
a curve-fitting method to find the values for L1 and L2. We verified
the accuracy of this approximation compared to the actual average
rate via extensive simulations (see [13]).

5.4. Optimization of the approximate average rates

Using the approximated closed-form expression for the average rate
we equivalently look at the following problem

max
P̄i(q), 1≤i≤K, 1≤q≤d

K∑
i=1

ωi

d∑
q=1

K̄i(q)

s.t.

K∑
i=1

d∑
q=1

P̄i(q) ≤ P0

(17)

where K̄i(q) = L1 log(1 + L2Γq
i P̄i(q)) ≈ E{kq

i }. Note that Γq
i

is also a function of the average powers. The above problem is a
non-convex constrained optimization problem. We resort to numer-
ical optimization methods to find a (locally) optimum solution. The
optimization problem is solved using the active-set method [14]. We
used the standard MATLAB implementation. Therefore, we find the
average powers to be assigned to different streams of different users.
After finding the average powers, the instantaneous rates and powers
can be chosen independently for each stream similar to the point-to-
point scenario discussed in the previous subsection.

6. ORTHOGONAL TRANSMISSION IN THE K-USER
MIMO IC USING AMCP

Due to the imperfectness of the CSI and sub-optimality of IA, it is
natural to ask whether we are better off performing IA rather than
simply using an orthogonal resource-sharing transmission scheme.
In orthogonal transmission we assume that the channel resources
(time/bandwidth) are divided equally among different users in the
network. In order to have a fair comparison with the proposed
scheme, we consider a similar problem where we look for maximiz-
ing a weighted sum of the average rates of the users while having a
total transmission power constraint P0 and a maximum average BER
of B0. Here we have K point-to-point MIMO links where for each
link d′ = min(Nt,Nr) parallel streams are transmitted. Therefore
we will have a similar optimization problem except that the filters
are not determined by IA equations but they are chosen such that
the direct channels are diagonalized. It should be noted that in this
case every RX only has to consider inter-stream interference when
computing the SINR distribution. Similar to the case of interfering
transmission we can find the statistics of the SINR and proceed with
solving the problem.
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Fig. 1. Rate comparison for different values of Doppler and distance,
K = 5, Nt = Nr = 3

7. SIMULATION RESULTS

To evaluate the performance of the proposed scheme, we use the
AMC modes defined in the IEEE 802.11-a standard. In this setting
there are 8 different modes each of which is associated to a partic-
ular modulation and coding pair. These modes provide the set of
rates {0, .5, .75, 1, 1.5, 2, 3, 4}. The parameters of the BER estima-
tion according to (7) are extracted from [12]. We assume that the
TXs and the RXs are placed such that the distance between TX j
and RX i equals

√
α2 + (i− j)2β2 and the variance of the channel

entries equals E{|Hij|2} = ∆ij = Ψ0

(α2+(i−j)2β2)1.5
where Ψ0, α

and β are constants. α is the distance between a pair of TX and RX.
We assume that the TXs and the RXs are equipped with the same
number of antennas and that the weights for different users are equal
(ωj = 1, ∀j). Also we set β = 1 and a total power constraint of
P0 = 1 is considered and the noise variance is 0.1. Even though
the uncertainty model introduced previously is quite general, we as-
sume in this section that the imperfection is introduced by feedback
latency and Doppler effects. The maximum Doppler frequency is de-
noted by fd and the delay between the current transmission and chan-
nel estimation at the RX is denoted by Td. According to the Jakes
model [15], the coefficient ρ0 is derived from ρ0 = J0(2πfdTd)
where J0(·) is the Bessel function of the first kind of order 0. Fur-
ther, we assume that α is related to Td as Td = 10−4 × α in our
setting. In Figure 1, assuming K = 3, Nt = Nr = 4 and d = 2,
the sum rate is plotted for different values of Doppler fd and for dif-
ferent values of distance α. Clearly, by increasing the Doppler and
distance, the CSI becomes more outdated and it degrades the overall
performance. It is evident that the proposed scheme outperforms the
orthogonal scheme.

8. CONCLUSION

Interference alignment based on imperfect CSI was investigated. We
considered a MIMO interference channel where the transmit and
receive spaces are determine by IA. We looked at maximizing a
weighted sum of the average rates provided that a certain set of bit-
error-rate and power constraints are satisfied by choosing appropri-
ate modulation coding and powers.
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