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ABSTRACT

Performance of traditional speech enhancement techniques like
spectral subtraction and log-Minimum Mean Squared Error Short
Time Spectral Amplitude (log-MMSE STSA) estimation degrades
in presence of highly non-stationary noises like babble noise. This is
mainly due to inaccurate noise estimation during the voiced segment
of the speech signal. In this paper, we propose to exploit the fine
structure of the phase spectra of the voiced speech in the baseband
STFT domain. This phase structure is used to detect the noise
dominant frequency bins in the voiced frames. This information is
used to achieve better non-stationary noise Power Spectral Density
(PSD) estimation. Using this estimation, performance of spectral
subtraction and log-MMSE STSA is improved overall by 0.3 and
0.2, respectively, in terms of Perceptual Evaluation of Speech Qual-
ity (PESQ) measure over the original algorithms when noisy speech
is used for pitch estimation. We also present the combination of
these two algorithms (spectral subtraction and log-MMSE STSA)
to achieve the overall PESQ improvement of 0.5 over standard
log-MMSE STSA when accurate pitch estimation is available.

Index Terms— Phase estimation, speech enhancement, PESQ

1. INTRODUCTION

Speech signals are often degraded due to presence of background
noises like babble noise, train noise, machine noise, etc. Such speech
signals make listening difficult and are highly undesirable for auto-
matic speech processing tasks such as speech recognition, speech
coders, speaker identification, hearing aids, etc. This has motivated
several researchers over the past decades to develop robust speech
enhancement systems. Currently, several speech enhancement algo-
rithms exist which estimate the magnitude spectrum of the underly-
ing clean speech signal. These algorithms segment the speech signal
in windowed frames of 20-40 msec in length and then apply DFT
analysis to estimate the clean speech. The most challenging and im-
portant step in this overall process is noise estimation [1, 2]. For
stationary noises like white noise, noise estimation can be carried
out using a basic voice activity detector. However, performance is
not satisfactory for non-stationary noises. Several methods exist to
address the issue of non-stationary noise estimation such as quan-
tile based noise estimation [3], MCRA [4] and MS [5]. In these
methods noise is estimated from PSD of noisy speech.

Additive noise corrupts both magnitude and phase spectrum of
clean speech. Though phase spectrum is usually considered to be
insignificant for human perception as compared to magnitude spec-
trum, this is true only for high SNR(>5 dB). For lower SNRs phase
degradation leads to audible speech distortion [6]. This has moti-
vated the enhancement of the phase for the noisy speech along with
the magnitude. It has been shown that fine phase structure exists

in the voiced frames of speech if the overlap between the succes-
sive speech frames is small (around 4 msec) [7, 8]. Using this fact
speech quality was improved in terms of PESQ in [7, 8]. In [7],
spectral subtraction was carried out separately on the real and imag-
inary spectrum of the noisy speech in the modulation domain. Then
the enhanced real and imaginary spectra were used to estimate the
phase spectrum of the underlying clean speech. This phase spec-
trum was used to reconstruct the original speech instead of using the
noisy speech phase. This approach resulted in quality improvement
in the voiced segment of the speech. In [8], the harmonic model
for voiced speech was exploited to estimate the phase spectrum in
the baseband STFT domain. The estimated phase spectrum was then
used to reconstruct the original speech. This resulted in noise reduc-
tion in the voiced frames. But this approach introduces undesirable
artifacts in the processed speech due to inexact harmonic modeling
for voiced speech. Moreover, enhancement is achieved only in the
voiced frames of the speech [8].

In this paper, we use the approach suggested in [8] to estimate
the phase for the voiced speech. But instead of using this as a esti-
mate to reconstruct the original clean speech, we use it to detect the
noise dominant frequency bins in the voiced frames of the speech.
Those frequency bins are used to further refine the VAD based noise
estimation. This noise estimation is then combined with traditional
spectral subtraction and log-MMSE STSA to demonstrate the sig-
nificance of the approach. Similarly, the spectral sparsity detected
by estimated phase values is used to redefine the spectral subtraction
rule to avoid over-attenuation of low energy speech.

2. BACKGROUND: ESTIMATION OF CLEAN PHASE

Let s(n) denote the clean speech signal. Background noise w(n) de-
grades the clean speech producing the noisy signal as:

y(n) = s(n) + w(n). (1)

To transform the noisy speech into the frequency domain, speech
is windowed into overlapping frames of length N with a overlap of
L samples, using the Hamming window. If the overlap is small,
then the phase and magnitude are shown to be highly correlated [6].
Each frame is 32 msec long with a shift of 4 msec. Frames are
then transformed into the frequency domain using DFT of length N
represented by:

Y (λ, µ) = S(λ, µ) +W (λ, µ) (2)

where S(λ, µ) andW (λ, µ) represent spectral coefficients of speech
and noise at frame λ and DFT bin µ. Baseband STFT for the noisy
speech is given as:

YB(λ, µ) = Y (λ, µ)e−jΩµλL (3)
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where Ωµ = 2πµ
N

is the normalized angular frequency. Assuming a
sinusoidal model for voiced speech, the clean phase for the voiced
speech is estimated in [8] as:

φS̃B (λ, µ) = φS̃B (λ− 1, µ) + (Ωµh − Ωµ)L (4)

and

φS̃B (λ, µ+ i) = φS̃B (λ, µ) + i(π − 2πλL

N
) (5)

where φS̃B (λ, µ) is the phase for voiced speech baseband Fourier
coefficient at index µ and frame λ, L is the window shift in number
of samples, i ∈ [d−f0/2

fs
Ne, ......, d f0/2

fs
Ne], f0 is the fundamen-

tal frequency and fs is the sampling frequency. Ωµh, the angular
frequency of the harmonic closest to current DFT bin µ, can be ex-
pressed as:

Ωµh = argmin
Ωh

(|Ωµ − Ωh|) (6)

where Ωµ is angular frequency corresponding to current DFT bin µ
and Ωh is a harmonic frequency. Eq.(4) is used recursively to es-
timate the phase values at the frequency coefficient containing the
harmonic component and (5) is used to estimate the phase between
the harmonics in the frame. This algorithm uses the YIN [9] algo-
rithm to estimate the pitch frequency.

3. PROPOSED METHOD

3.1. Determination of Noise Dominant Frequencies

In [8], the estimated clean speech phase given by (4) and (5) is used
to reconstruct the speech, and the reconstructed speech is shown to
be enhanced in the voiced segments. We used this phase estima-
tion method to identify the noise dominant frequency bins in the
voiced frames. These values are then used to further refine the fi-
nal noise estimation. We compute the frame to frame phase dif-
ference from the above estimated clean phase as ∆φS̃B (λ, µ) =

φS̃B (λ, µ) − φS̃B (λ − 1, µ). This phase difference is highly cor-
related with the magnitude of the underlying clean speech in the
voiced frames as shown in Fig.1a and Fig.1c. Clean speech is cor-
rupted by adding babble noise at 0dB global SNR (See Fig.1b).
Estimated frame to frame phase difference for clean speech, i.e.,
∆φS̃B (λ, µ) = φS̃B (λ, µ)−φS̃B (λ−1, µ), is represented in Fig.1c.
Here, we have plotted the absolute value of the phase difference in
the range from 0 to 2π rad. From Fig.1c, it can be noted that phase
difference can be used to determine the frequencies dominated by
the harmonics and the frequencies containing high amount of noise
in the voiced frames. Those noise dominant frequencies correspond
to the gaps between the harmonics.

From (4) and (5), it can be noted that in the voiced frames the
phase difference is close to zero for frequencies associated with the
harmonics, and this phase difference deviates from zero for other
frequencies. Thus, we use the following threshold(φT ) based test to
separate such frequencies as described below:

Let H be the total number of harmonics in a voiced frame, let
Fh be the set of frequencies dominated by harmonic h, and let Fnh
be the set of frequencies considered to be valid noise candidates in
the neighboring of harmonic h. If µh is the DFT bin corresponding
to harmonic h then we apply the following bin selecting rule in the
range of frequencies µh+ i, where i ∈ [d−f0/2

fs
Ne, ......, d f0/2

fs
Ne],

for each harmonic:

µ ∈

{
Fnh, if ∆φS̃B (λ, µ) > φT .

Fh, otherwise.
(7)
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(a) Clean speech spectrogram.
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(b) Noisy speech spectrogram.
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(c) Estimated clean speech phase difference.

Fig. 1: Correlation between clean speech magnitude and baseband
phase difference when pitch is estimated on clean speech by the YIN
algorithm.

3.2. Computation of Noise PSD

For each band of the frequencies Fh and Fnh, the noise power is
assumed to be constant and is given as the average of spectral mag-
nitudes over Fnh. The noise estimate is calculated as:

NFnh(λ) =

|Fnh|∑
j=1

|Y (λ, Fnh(j))|2

|Fnh|
......for µ ∈ µh + i. (8)

where |Fnh| denotes the cardinality of the set Fnh. This is repeated
for each harmonic in a voiced frame, λ. Final noise PSD is obtained
by combining the individual noise estimates and can be represented
as:

|Ŵφ(λ)|2 = {NFn1(λ), NFn2(λ), NFn3(λ)......., NFnH(λ)}.
(9)

This noise estimation is valid only for voiced frames. In the un-
voiced frames, noise estimation is carried out using standard VAD
based noise estimation [10, 11]. When a voiced frame is detected,
noise estimate is updated with the proposed noise PSD as (In our ex-
periment we obtained the best results with the weighting factors 0.8
and 0.2.):

|Ŵ (λ, µ)|2 = 0.8|Ŵ (λ− 1, µ)|2 + 0.2|Ŵφ(λ, µ)|2. (10)

3.3. Use of Estimated Noise PSD for Speech Enhancement

We have verified the effectiveness of the proposed noise PSD estima-
tion by using it in the standard spectral subtraction and log-MMSE
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STSA algorithms. The spectral subtraction over-attenuation factor is
also adjusted to provide less attenuation in the harmonic dominant
frequency bins. But for log-MMSE STSA we have incorporated
the estimated noise PSD without making any change in the origi-
nal noise reduction rule. Spectral subtraction effectively suppresses
noise at the expense of speech distortion, while log-MMSE STSA
causes less speech distortion leaving some residual noise. We com-
bine those two approaches to further improve the quality of speech.

The standard spectral subtraction rule is given as:

|ŜSS(λ, µ)|2 =

{
Ŝsub, ifŜsub > β|Ŵ (λ, µ)|2

β|Ŵ (λ, µ)|2, otherwise.
(11)

where Ŝsub = |Y (λ, µ)|2 − α|Ŵ (λ, µ)|2, |ŜSS(λ, µ)| is the es-
timated clean speech magnitude, |Y (λ, µ)| is noisy speech magni-
tude, and |Ŵ (λ, µ)| is estimated noise magnitude using (10). As
we also have the knowledge of spectral sparsity in the voiced frame,
we set α = 2.7 if ∆φS̃B (λ, µ) < φT , else α = 5. This leads to
over-suppression of noise in the noise dominant period and less at-
tenuation in harmonic dominant bins. In the unvoiced frames α is
calculated using Berouti’s rule [12].

In order to use the proposed noise PSD for log-MMSE STSA
enhancement, we use the following rule [2] with noise estimation in
(10):

|ŜLMMSE(λ, µ)|2 = GLMMSE(ζ, v)|Y (λ, µ)|2 (12)

where GLMMSE(ζ, v) and v(λ, µ) are defined by

GLMMSE(ζ, v) =
ζ(λ, µ)

ζ(λ, µ) + 1
exp[

1

2

∫ ∞
v(λ,µ)

e−t

t
dt] (13)

v(λ, µ) =
ζ(λ, µ)

ζ(λ, µ) + 1
γ(λ, µ). (14)

The terms ζ(λ, µ) and γ(λ, µ) are the a priori and a posteriori SNRs.
To achieve good noise suppression for noise dominant bins in

voiced frames with overall less speech distortion we use the follow-
ing combination:

|ŜFusion(λ, µ)|2 =

|ŜLMMSE(λ, µ)|2 if |Y (λ, µ)| = U
or∆φ(λ, µ) < φT

ŜComb otherwise.
(15)

where ŜComb = 0.8 ∗ |ŜSS(λ, µ)|2 + 0.2 ∗ |ŜLMMSE(λ, µ)|2. U
and V denote the unvoiced and voiced frame detected by the YIN
algorithm, respectively, and |ŜFusion(λ, µ)| is the resultant magni-
tude of the combination.

4. EXPERIMENTAL SETUP

The performance of the proposed method was evaluated on the 100
sentences from the TIMIT database. The speech is corrupted by
adding babble, restaurant and subway noise [13] with global SNRs
from -5 dB to 10 dB. Frame length is set to 32 msec with 4 msec
shift. This corresponds to 256 samples per frame with a shift of
32 samples. This large overlap is used so that speech magnitude and
phase are correlated as stated earlier. Fundamental frequency estima-
tion is carried out using the YIN algorithm [9]. Each speech frame
is classified as voiced/unvoiced using the aperiodicity measure of the
YIN algorithm. In this experiment it is set to 0.7. The bin selection
threshold parameter φT is set to 0.5. The performance of the pro-
posed method is very sensitive to accuracy of the pitch estimation.
To see the effect of accurate pitch estimation on the performance,
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(a) Output of SS algorithm.
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(b) Output of LMMSE algorithm.
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(c) Output of SS-CPE algorithm.
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(d) Output of LMMSE-CPE algorithm.
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(e) Output of Fusion-CPE algorithm.

Fig. 2: Spectrograms of the speech processed by the discussed algo-
rithms.

enhancement results are also presented when the YIN algorithm is
run on the clean speech.

To quantify the comparison of the proposed method with the
standard spectral subtraction and log-MMSE STSA, we used the
Perceptual Evaluation of Speech Quality (PESQ) [14] to measure
the speech quality. This choice of PESQ measure is motivated by
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Table 1: PESQ evaluation of proposed algorithm against standard spectral subtraction and log-MMSE.

Noise SNR(dB) Noisy SS LMMSE SS-NPE SS-CPE LMMSE-NPE LMMSE-CPE Fusion-NPE Fusion-CPE
Babble -5 1.32 1.21 1.41 1.47 1.76 1.56 1.69 1.50 1.98

0 1.66 1.73 1.85 1.99 2.17 1.99 2.11 1.96 2.30
5 2.02 2.17 2.26 2.38 2.47 2.34 2.41 2.32 2.58

10 2.38 2.57 2.59 2.66 2.72 2.63 2.70 2.60 2.84
Restaurant -5 1.35 1.12 1.42 1.45 1.78 1.55 1.68 1.49 1.97

0 1.66 1.64 1.81 1.91 2.11 1.99 2.08 1.92 2.27
5 2.00 2.07 2.16 2.31 2.42 2.34 2.42 2.24 2.53

10 2.34 2.46 2.46 2.64 2.68 2.63 2.69 2.53 2.73
Subway -5 1.22 1.13 1.36 1.58 1.73 1.64 1.76 1.66 1.93

0 1.49 1.56 1.68 1.90 2.07 2.01 2.12 2.01 2.24
5 1.81 2.01 2.05 2.29 2.37 2.37 2.46 2.36 2.51

10 2.16 2.40 2.40 2.59 2.62 2.67 2.74 2.64 2.73

the fact that it is proven to be more reliable and correlated with Mean
Opinion Score [15]. The implementations of the PESQ algorithm,
spectral subtraction and log-MMSE STSA are taken from [10]. In
future work we will evaluate the performance using subjective mea-
sures as well.

5. RESULTS AND DISCUSSIONS

Performance comparison of the proposed algorithm against standard
spectral subtraction and log-MMSE is presented in Table 1. Spectro-
grams for the enhanced speech using standard spectral subtraction,
log-MMSE and proposed methods are shown in Fig.2. Clean and
noisy speech spectrograms are shown in Fig.1a and Fig.1b.

In Table 1, performance comparison using PESQ scores is
shown for babble, restaurant and subway noise for SNR from -5dB
to 10 dB. The spectral subtraction algorithm (SS) results in poor
speech quality at low SNRs for non-stationary noises. When the
proposed noise estimation algorithm is combined with spectral sub-
traction algorithm, significant improvement in the speech quality
is observed. Performance of the standard log-MMSE algorithm
(LMMSE) is also improved further when the proposed noise esti-
mation is used. When we use clean speech to estimate the pitch and
utilize the estimated noise PSD for noise reduction, the performance
of resulting spectral subtraction (SS-CPE) and log-MMSE STSA
(LMMSE-CPE) algorithms is superior to their counterpart spectral
subtraction (SS-NPE) and log-MMSE STSA (LMMSE-NPE) when
pitch is estimated from noisy speech. Accurate pitch estimation
results in correct detection of noise dominant bins and hence gives
better noise estimation. The combination of spectral subtraction
and log-MMSE STSA results in even better speech quality when
accurate pitch estimation is available. As shown in the Table 1, this
combination with pitch estimated from clean speech is represented
as Fusion-CPE and with pitch estimated from noisy speech is rep-
resented as Fusion-NPE. If the pitch estimate is not accurate, then
harmonic dominant bins will be processed by the spectral subtrac-
tion algorithm instead of log-MMSE, and overall performance of
Fusion-NPE will degrade.

The effectiveness of the proposed approach can also be con-
firmed by the spectrograms of the processed speech as shown in
Fig.2. SS-CPE processed speech has less speech distortion as com-
pared to SS processed speech as shown in Fig.2a and Fig.2c. Also,
LMMSE-CPE results in better noise reduction than the standard
LMMSE algorithm as shown in Fig.2b and Fig.2d. Fusion-CPE
suppresses the noise present between the harmonics effectively as
shown in Fig.2e. The combination of spectral subtraction and log-
MMSE has an advantage of effective noise suppression due to the
spectral subtraction rule and minimum musical noise because of

log-MMSE as demonstrated in Fig.2e.
Identification of spectral sparsity in voiced frames results in bet-

ter estimation of non-stationary noise PSD. As indicated in Table 1,
frequent update of noise PSD results in better speech quality. The
improvement is significant over standard spectral subtraction since
its success depends totally on accurate noise PSD estimation. We
also modified the selection of the over-attenuation factor to avoid
the suppression of low energy speech. Though such modification is
not carried out in log-MMSE STSA, speech quality is improved fur-
ther by the proposed noise estimation algorithm. The combination
of SS and LMMSE causes further reduction of noise in noise dom-
inant periods in the voiced frames detected using phase difference.
In this way gain of LMMSE is adjusted indirectly to cause effective
attenuation of noise in voiced frames. In cases of stationary noises
like white noise, no improvement is observed. In some cases speech
quality is even worse than the standard noise reduction algorithm
which uses the VAD based noise estimation technique. Although
estimating noise in each voiced frames gives good noise estimation
for non-stationary noise, for stationary noise this results in extra at-
tenuation of low energy speech in the voiced frames. Thus, the im-
provement is limited to non-stationary noise where good estimation
of pitch frequency is available.

6. CONCLUSIONS

In this study, we presented the usage of baseband phase difference
as a means of detecting the noise-dominant frequencies in the voiced
speech frames. We showed that baseband phase difference can be
used to improve the performance of current speech enhancement al-
gorithms. This approach is verified by combining the proposed al-
gorithm with spectral subtraction and log-MMSE STSA. For both
of these existing algorithms, incorporating the proposed noise esti-
mation method improves the speech quality as measured by PESQ.
Spectral subtraction and log-MMSE STSA are also combined to
achieve better noise reduction in voiced frames as compared to pure
log-MMSE STSA. The proposed noise estimation algorithm can be
combined with any of the existing speech enhancement algorithms.
The estimated baseband phase difference can also be used as prior
information to provide robust estimation of other parameters such as
Speech Presence Probability (SPP). The usage the baseband phase
difference to further enhance the performance of existing advanced
noise estimation algorithms should be explored in future work.
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