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ABSTRACT

The curse of dimensionality severely restricts the predictive
power of multi-label classification systems. High-dimensional fea-
ture vectors may contain redundant or irrelevant information, caus-
ing the classification systems suffer from overfitting. To address this
problem, this paper proposes a dimensionality-reduction method that
applies random projection (RP) to construct an ensemble of multi-
label classifiers. The merits of the proposed method are demon-
strated through a multi-label protein classification task. Specifically,
high-dimensional feature vectors are extracted from protein se-
quences using the gene ontology (GO) and Swiss-Prot databases.
The feature vectors are then projected onto lower-dimensional spa-
ces by random projection matrices whose elements conform to a
distribution with zero mean and unit variance. The transformed low-
dimensional vectors are classified by an ensemble of one-vs-rest
multi-label support vector machine (SVM) classifiers, each corre-
sponding to one of the RP matrices. The scores obtained from the
ensemble are then fused for predicting the subcellular localization
of proteins. Experimental results suggest that the proposed method
can reduce the dimensions by seven folds and impressively improve
the classification performance.

Index Terms— Dimension reduction; Random projection; Pro-
tein subcellular localization; Multi-label classification; Support vec-
tor machines.

1. INTRODUCTION
In machine learning, high-dimensional patterns are often mapped to
a lower dimension subspace to avoid the curse of dimensionality [1].
Reducing the dimension of the input patterns can remove redundant
or irrelevant information and allow for more reliable classification
in the subspace. Actually, dimension reduction are imperative in
various domains, such as text categorization [2], image retrieval [3]
and gene expression microarray data analysis [4].

In the past three decades, random projection (RP) has emerged
as a powerful method for dimension reduction. By using RP, the
high dimensional feature vectors are transformed into a much lower-
dimensional vectors, which preserve the original geometrical struc-
ture and contain less redundant, irrelevant or even detrimental in-
formation that might deteriorate classification performance. RP
turns out to be a computationally efficient, yet sufficiently accu-
rate method for dimensionality reduction of many high-dimensional
datasets [5]. RP is particularly useful for sparse input data in high
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dimensions as the original data can be reconstructed almost per-
fectly from data in the lower-dimensional projected space [6]. RP
has been widely used in various applications, such as preprocessing
text data [7], indexing audio documents [8], processing images [5],
learning high-dimensional Gaussian mixture models [9]. Recent-
ly, dynamic random projection [10, 11] is successfully applied in
biometric template protection and privacy-preserving verification.

Protein subcellular localization is to predict in which part(s) of a
cell a protein resides. In recent years, protein subcellular localization
has received tremendous attention due to its vitally important roles
in elucidating protein functions and identifying drug targets [12,13].
Computational methods are required to replace time-consuming and
laborious wet-lab methods for predicting the subcellular locations of
proteins. A predominant scenario in protein subcellular localization
prediction is that the dimension of available features is much larger
than the number of training samples [14–20]. It is highly expected
that the high-dimensional features contain redundant or irrelevant
information, causing overfitting and performance degradation.

This paper proposes an ensemble classifier based on random
projection (RP) for predicting subcellular localization of multi-
label proteins. To make the classifiers more robust, it is necessary
to perform random projection of the feature vectors several times
due to the random nature of RP. The resulting projected vectors
are then presented to an ensemble of one-vs-rest multi-label SVM
classifiers. Results demonstrate that the proposed ensemble classi-
fier substantially outperforms the state-of-the-art predictors and that
RP is significantly better than the conventional dimension-reduction
and feature-selection methods (such as PCA and RFE-SVM [21])
for subcellular localization. This paper also demonstrates that only
3 to 4 applications of RP will be sufficient to construct an ensemble
classifier with input dimension that is one-seventh of that of the full-
feature classifiers, while at the same time improves the classification
performance.

2. RANDOM PROJECTION

The key idea of RP arises from the Johnson-Lindenstrauss lemma
[22]:

Given ε > 0, a set X of N points in RT , and a positive integer
d ≥ d0 = O(logN/ε2), there exists f : RT →Rd such that

(1− ε)‖u− v‖2≤ ‖f(u)− f(v)‖2≤ (1 + ε)‖u− v‖2

for all u, v ∈ X . A proof can be found in [23].

The lemma suggests that if points in a high-dimensional space are
projected onto a randomly selected subspace of suitable dimension,
the distances between the points are approximately preserved.
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Specifically, the original T -dimensional data is projected onto a
d-dimensional (d � T ) subspace, using a d × T random matrix R
whose columns are unit lengths. A vector pi ∈ RT is projected to:

pRP
i =

1√
d
Rpi, (1)

where 1/
√
d is a scaling factor, pRP

i is the projected vector after RP,
and R is a random d× T matrix.

The choice of the random matrix R is one of the key points of
interest. Practically, as long as the elements rh,j of R conforms
to any distributions with zero mean and unit variance, R will give
a mapping that satisfies the Johnson-Lindenstrauss lemma [5]. For
computational simplicity and also the requirement of sparseness, we
adopted a simple distribution proposed by Achlioptas [24] for the
elements rh,j as follows:

rh,j =
√
3×

 +1 with probability 1/6,
0 with probability 2/3,
−1 with probability 1/6.

(2)

It is easy to verify that Eq. 2 conforms to a distribution with zero
mean and unit variance [24] and that R is sparse.

3. APPLICATION TO PROTEIN SUBCELLULAR
LOCALIZATION

3.1. Feature Extraction
Our subcellular localization predictor uses GO information as the
features, which has been demonstrated to be superior to other fea-
tures [25]. Feature extraction involves two steps: (1) retrieval of GO
terms; and (2) construction of GO vectors.
(1) Retrieval of GO Terms. For proteins with known accession
numbers (ACs), their respective GO terms are retrieved from the
Gene Ontology Annotation (GOA) database1 using the ACs as the
searching keys. For a protein without an AC, its amino acid sequence
is presented to BLAST [26] to find its homologs, whose top AC is
then used as a key to search against the GOA database.
(2) Construction of GO Vectors. Given a dataset, the GO terms
of all of its proteins are retrieved by using the procedure described
above. Then, the number of distinct GO terms corresponding to the
dataset is determined. Suppose T distinct GO terms are found; these
GO terms form a GO Euclidean space with T dimensions. For each
sequence in the dataset, a GO vector is constructed by matching its
GO terms to all of the T GO terms. Term-frequency [27] is used
to construct the GO vectors. The term-frequency approach uses the
number of occurrences of individual GO terms as the coordinates.
Specifically, the GO vector pi of the i-th protein is defined as:

pi = [bi,1, · · · , bi,j , · · · , bi,T ]T, bi,j =

{
fi,j , GO hit
0 , otherwise (3)

where fi,j is the number of occurrences of the j-th GO term (term-
frequency) in the i-th protein sequence. The rationale is that the
term-frequencies contain important information for classification.
Note that bi,j’s are analogous to the term-frequencies commonly
used in document retrieval.

3.2. Legitimacy of Using RP
As stated in [6], if R and pi satisfy the conditions of the basis pur-
suit theorem (i.e., both are sparse in a fixed basis), then pi can be re-
constructed perfectly from a vector that lies in a lower-dimensional
space. In fact, the GO vectors and our projected matrix R satisfy
these conditions. As shown in Fig. 1, the number of non-zero entries

1http://www.ebi.ac.uk/GOA
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Fig. 1. Histogram illustrating the distribution of the number of non-
zero entries (spareness) in the GO vectors with dimensionality 1541.
The histogram is plotted up to 45 non-zero entries in the GO vectors
because among the 978 proteins in the dataset, none of their GO
vectors have more than 45 non-zero entries.

in the GO vectors tends to be small (i.e. sparse) when compared to
the dimension of the GO vectors. Among the 978 proteins in the
dataset, a majority of them only have 9 non-zero entries in the 1541-
dimensional vectors, and the largest number of non-zero entries is
only 45. These statistics suggest that the GO vectors pi in Eq. 1 are
very sparse.

3.3. Ensemble Multi-label Classifier
The projected vectors obtained from Eq. 1 are used for training
multi-label one-vs-rest SVMs. Specifically, for an M -class problem
(here M is the number of subcellular locations), M independent
binary SVMs are trained, one for each class. Denote the GO vector
of the i-th query protein as qi. If the AC of the protein is known, qi

is created by using the AC; if the AC is unknown, qi is created by
using the top homologous AC obtained from BLAST. By Eq. 1, we
obtained the corresponding projected vector qRP

i . Then, given the
i-th query protein Qi, the score of the m-th SVM is:

sm(Qi) =
∑

r∈Sm

αm,rym,rK(pRP
r ,qRP

i ) + bm (4)

where Sm is the set of support vector indexes corresponding to the
m-th SVM, ym,r ∈ {−1,+1} are the class labels, αm,r are the
Lagrange multipliers, K(·, ·) is a kernel function; here, the linear
kernel is used. Note that pRP

r ’s in Eq. 4 represents the projected
GO training vectors, which may include the projected GO vectors
created by using the true AC of the training sequences or their ho-
mologous ACs.

Since R is a random matrix, the scores in Eq. 4 for each appli-
cation of RP will be different. To address the randomness issue of
RP, we construct an ensemble classifier by fusing the scores result-
ing from several applications of RP, where the ensemble score of the
m-th SVM for the i-th query protein is given as follows:

senm (Qi) =

L∑
l=1

wl · s(l)m (Qi), (5)

where
∑L

l=1 wl = 1, s(l)m (Qi) represents the score of them-th SVM
for the i-th protein via the l-th application of RP, L is the total num-
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ber of applications of RP, and {wl}Ll=1 are the weights. For simplic-
ity, here we set wl = 1/L, l = 1, . . . , L. We refer L as ‘ensemble
size’ in the sequel. Unless stated otherwise, the ensemble size was
set to 10 in our experiments, i.e., L = 10. Note that instead of map-
ping the original data into an Ld dimensional vector, the ensemble
RP projects the data to L d-dimensional vectors.

To predict the subcellular locations of datasets containing both
single-label and multi-label proteins, a decision scheme for multi-
label SVM classifiers should be used. Unlike the single-label prob-
lem where each protein has one predicted label only, a multi-label
protein should have more than one predicted labels. In this paper,
we used the decision scheme decsribed in mGOASVM [28]. In this
scheme, the predicted subcellular location(s) of the i-th query pro-
tein are given by:

M∗(Qi) =


⋃M

m=1 {m : senm (Qi) > 0}, where ∃ senm (Qi) > 0 ;

arg maxM
m=1 s

en
m (Qi), otherwise.

(6)
For ease of comparison, we refer to the proposed ensemble classifier
with this multi-label decision scheme as RP-SVM.

3.4. Datasets and Performance Metrics
A plant dataset [17] was used to evaluate the performance of the
proposed predictors. This dataset was created from Swiss-Prot 55.3
and it contains 978 plant proteins distributed in 12 locations. Of
the 978 plant proteins, 904 belong to one subcellular locations, 71 to
two locations, 3 to three locations and none to four or more locations.
The sequence identity was cut off at 25%.

Compared to traditional single-label classification, multi-label
classification requires more complicated performance metrics to bet-
ter reflect the multi-label capabilities of classifiers. These measures
include Accuracy, Precision, Recall, F1-score (F1), Hamming Loss
(HL) [29], overall locative accuracy (OLA) [16] and overall actu-
al accuracy (OAA) [28]. The last two measures are often used in
multi-label subcellular localization prediction. Among all the met-
rics, OAA is the most stringent and objective. This is because if
only some (but not all) of the subcellular locations of a query protein
are correctly predict, the numerators of the other measures are non-
zero, whereas the numerator of OAA is 0 (thus contribute nothing to
the frequency count). Therefore, we will focus on OAA, and unless
stated otherwise, the term ‘performance’ refers to OAA thereafter.

4. RESULTS AND DISCUSSIONS
4.1. Performance of Ensemble Random Projection
Fig. 2 shows the performance of ensemble RP-SVM for differ-
ent feature dimensions based on leave-one-out cross-validation
(LOOCV). The cyan dotted line represents the performance of
mGOASVM [28]. In other words, it represents the performance
achieved by the full features, which are referred to as full-dim SVM
in the figure legend. The dimensionality of the original feature vec-
tors is 1541. As can be seen, for dimensions between 200 and 1400,
the performance of RP-SVM is better than that of mGOASVM,
which demonstrates that RP can boost the classification perfor-
mance even the dimension is only one-seventh (200/1400) of that
of the original one. This suggests that the original feature vectors
really have irrelevant or redundant information.

Fig. 2 also shows the performance statistics of RP-SVM based
on LOOCV at different feature dimensions, when the ensemble size
(L in Eq. 5) is fixed to 1, which we refer to as 1-RP-SVM. We cre-
ated ten 1-RP-SVM classifiers, each with a different RP matrix. The
result shows that the mean accuracy of the ten 1-RP-SVM is lower
than that of mGOASVM when the projected dimension d is below
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Fig. 2. Performance of ensemble RP-SVM and 1-RP-SVM (with
standard deviation error bars) for different feature dimensions based
on leave-one-out cross-validation (LOOCV) on the plant dataset.
The cyan dotted lines represent the performance of mGOASVM
[28] (using full-dimensional features, referred as to full-dim SVM).
1-RP-SVM: RP-SVM with an ensemble size of 1.
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Fig. 3. Comparing ensemble random projection with other
dimension-reduction methods at different projected dimensions
based on LOOCV. The cyan dotted lines represent the performance
of mGOASVM (full-dim SVM) .

600, suggesting that there is a lower limit for the projected dimen-
sion. Moreover, the error bars in Fig. 2 show that when the projected
dimension is below 1000, the performance of some of the 1-RP-
SVM classifiers is poorer than that of mGOASVM. This suggests
that the performance can be poorer than that using the full-features
when a single RP is used for the projection, especially at low projec-
tion dimension.

Fig. 2 shows that the ensemble RP-SVM performs significantly
better than 1-RP-SVM for a wide range of dimensionality. This sug-
gests that the ensemble scheme can boost the performance to a level
that is higher than any of the individual RPs.
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Fig. 4. Performance of RP-SVM at different projected dimensions
and different ensemble sizes of random projection. The yellow dot-
ted plane represents the accuracy of mGOASVM, which is a con-
stant for all projected dimensions and ensemble size. The mesh with
blue (red) surfaces represent the projected dimensions and ensemble
sizes at which the ensemble RP-SVM performs better (poorer) than
mGOASVM. Ensemble Size: Number of times of random projection
for ensemble.

4.2. Comparing with Other Dimension-Reduction Methods
Fig. 3 compares RP-SVM with other dimension-reduction methods
based on LOOCV. Here, PCA-SVM and RFE-SVM mean replacing
RP with principal component analysis (PCA) and recursive feature
elimination [21]. As can be seen, RP-SVM performs the best for
a wide range of projected dimensions, while RFE-SVM and PCA-
SVM perform poorly when the dimension is reduced to 200 (out
of 1541). Only when the dimension is around 1200, all the three
methods perform equally. This suggests that RP-SVM is better than
PCA-SVM and RFE-SVM for reducing the dimension of GO vec-
tors. This is reasonable because the GO vectors are very sparse,
which is more suitable for RP than for PCA and RFE.

4.3. Effect of Dimensions and Ensemble Size
As individual RP cannot guarantee good performance, it is reason-
able to ask: at least how many times of RP can guarantee that the
performance of the ensemble classifier is equivalent to, or even bet-
ter than that of the one without RP (i.e., mGOASVM)? Fig. 4 shows
the performance of RP-SVM for different dimensions and different
ensemble sizes of RPs on the plant dateset. The blue/red areas repre-
sent the condition under which RP-SVM performs better/worse than
mGOASVM. The yellow dotted plane represents the performance
of mGOASVM. As can be seen, for dimensionality from 300 to
1400, RP-SVM with at least 4 applications of RP can outperform
mGOASVM; for dimensionality 200, we need at least 5 applications
of RP to obtain a performance better than mGOASVM. These re-
sults suggest that the proposed RP-SVM is very robust because only
4 applications of RP will be sufficient to achieve good performance.

4.4. Comparing with State-of-the-Art Predictors
Table 1 compares the performance of RP-SVM against several state-
of-the-art multi-label predictors on the plant dataset. All of the pre-
dictors use the information of GO terms as features. From the classi-
fication perspective, Plant-mPLoc [16] uses an ensemble OET-KNN
(optimized evidence-theoretic K-nearest neighbors) classifier; iLoc-

Table 1. Comparing the performance of the proposed RP-SVM
with state-of-the-art multi-label predictors on the plant dataset. “–”
means the corresponding references do not provide the related met-
rics. SCL: subcellular location, including cell membrane (Mem),
cell wall (Wal), Chloroplast (Chl), Cytoplasm (Cyt), Endoplasmic
Reticulum (ER), Extracellular (Ext), Golgi apparatus (Gol), Mito-
chondrion (Mit), Nucleus (Nuc), Peroxisome (Per), Plastid (Pla) and
Vacuole (Vac). a, b and c are from Refs. [16, 17, 28]. The p-value
between the OAA of RP-SVM and mGOASVM is 2.021× 10−4.

SCL LOOCV Locative Accuracy (LA)
Plant-mPLoca iLoc-Plantb mGOASVMc RP-SVM

Mem 0.429 0.696 0.946 0.964
Wal 0.250 0.594 0.844 0.906
Chl 0.867 0.881 0.951 0.993
Cyt 0.396 0.626 0.956 0.945
ER 0.405 0.500 0.905 0.929
Ext 0.136 0.091 1.000 0.955
Gol 0.286 0.762 0.905 0.905
Mit 0.760 0.747 1.000 1.000
Nuc 0.895 0.921 0.993 0.974
Per 0.667 0.286 1.000 1.000
Pla 0.103 0.179 1.000 0.949
Vac 0.500 0.538 0.942 0.962
OLA 0.637 0.717 0.962 0.971
OAA – 0.681 0.874 0.887

Accuracy – – 0.926 0.938
Precision – – 0.933 0.946

Recall – – 0.968 0.979
F1 – – 0.942 0.954
HL – – 0.013 0.011

Plant [17] uses a multi-label KNN classifier; mGOASVM [28] uses
a multi-label SVM classifier.

As shown in Table 1, RP-SVM performs significantly better than
Plant-mPLoc and iLoc-Plant. Both the OLA and OAA of RP-SVM
are more than 20% (absolute) higher than iLoc-Plant. When compar-
ing with mGOASVM, the OAA and OLA of RP-SVM are also higher
than that of mGOASVM, respectively. In terms of Accuracy, Preci-
sion, Recall, F1 and HL, RP-SVM perform better than mGOASVM.
The results suggest that the proposed RP-SVM performs better than
the state-of-the-art classifiers. The individual locative accuracies of
RP-SVM are remarkably higher than that of Plant-mPLoc and iLoc-
Plant, and are higher than or comparable to mGOASVM. The p-
value between the OAA of RP-SVM and mGOASVM is 2.021 ×
10−4, which suggests that the performance of RP-SVM is signifi-
cantly better than that of mGOASVM.

5. CONCLUSIONS
This paper proposes an ensemble multi-label classifier constructed
from a dimension-reduction method based on random projection for
protein subcellular localization prediction. Given a query protein, a
GO-based feature vector is constructed by exploiting the informa-
tion in the gene ontology annotation database. The GO-vector is
projected onto a much lower-dimensional space by random matri-
ces whose elements conform to Achlioptas’ distribution, which are
subsequently classified by multi-label SVMs classifiers. By fusing
SVM scores obtained via several applications of individual RP, a ro-
bust multi-label ensemble classifier can be obtained. It was found
that an ensemble size of 3 or 4 will be sufficient to achieve good
performance and reduce the feature dimensions by as many as seven
folds.
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