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ABSTRACT

Subpixel-based image downsampling is attractive in that it
produces higher apparent resolution of down-sampled images
on LCD displays. However increased luminance resolution
is achieved at the price of color fringing artifacts. In this
paper, we propose an algorithm to find a pleasing balance
between increased resolution and color fidelity. We sepa-
rate the subpixel-based downsampling into two stages, shift-
ing followed by downsampling with anti-aliasing filtering. In
stage one, we find special characteristics of the luminance and
chrominance spectra of the shifted image, based on which the
optimal sampling pattern is found. In stage two, anti-aliasing
filters for luminance and chrominance are designed respec-
tively. Experimental results verify that the proposed method
manages to suppress color artifacts while maintaining high
luminance sharpness.

Index Terms— Frequency-domain analysis, image down-
sampling, subpixel rendering, color fringing

1. INTRODUCTION

For patterned displays like color LCD displays, a pixel is
composed of several color elements emitting the primary col-
ors red, green and blue. These elements are called subpixels
and they fuse together to appear as a single color to human
eyes [1, 2, 3, 4]. So there is a chance to gain apparent res-
olution by individually controlling the subpixel values but at
the price of color fringing artifact [5, 6, 7, 8]. “Clear Type” is
a subpixel-based font display technology announced by Mi-
crosoft in 1998 that improves the readability of small text on
LCD displays [9]. Fig. 1 illustrates that subpixel rendering
(“Clear Type”) reduces staircase artifacts on edges effectively
and reconstructs the shape information with higher fidelity
than pixel-based rendering.

In this paper we focus on image downsampling using sub-
pixel rendering technology for RGB stripe displays. Down-
sampling is required when low resolution display is used to
display high resolution images/videos. For pixel-based meth-
ods, a simple one called Direct Pixel-based Downsampling
(DPD) performs downsampling by selecting one out of every

Fig. 1. Rendering ‘m’: left to right, ‘m’ in italic, pixel-based
rendering with jagged edges, subpixel rendering with smooth
edges.

N pixels [10]. Severe aliasing occurs as shown in Fig. 2(b)
for DPD. Another method called Pixel-based Downsampling
with Anti-aliasing Filter (PDAF) [10] eliminates the aliasing
at the price of blurring the image. By taking into account
the subpixel arrangement in LCD displays, Daly et al. pro-
posed a downsampling pattern in [11] which is referred to as
Direct Subpixel-based Down-sampling (DSD) [10] as shown
in Fig. 2(c) and it achieves higher sampling frequency than
DPD from signal point of view, but suffers from color arti-
facts. More general studies of subpixel-based downsampling
patterns are investigated in [12, 13].

Previous methods investigate the filter design for sup-
pressing annoying artifacts. In [14] Platt proposed a set of
filters based on an error metric derived from psychophysical
experiments, which was extended to font display in [15].
Kim proposed a filter design method based on a virtual image
model [16]. However these methods make the image blurred.
Fang et al. proposed methods MMSE-SD [17], DSD-FA and
DDSD-FA [10] which achieve high sharpness in downsam-
pled images however color artifacts are noticeable especially
in sharp edge regions. Following Fang’s work, Tang et al.
proposed methods DDSDFA-CR and DDSDFA-CB [18] to
reduce color artifacts, but the methods either blur the image
or do not remove the artifacts sufficiently. Therefore existing
subpixel-based methods are not satisfying. In this paper, we
attempt to balance the luminance sharpness and color fidelity.
We examine the subpixel-based downsampling process by
separating it into two stages, shifting followed by downsam-
pling with anti-aliasing filtering. It is found that the color
artifact is introduced after shifting so we suggest chroma fil-
tering after shifting and before downsampling which is never
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Fig. 2. (a)DPD. (b) Magnified result of DPD with aliasing
artifacts on grass. (c)DSD. (d)Magnified result of DSD with
smooth grass but color artifacts.

proposed in previous work. Similar to [10], the analysis of
aliasing effect is performed in frequency-domain, based on
which an optimal sampling pattern is found. In addition, we
propose an algorithm to find the optimal cut-off frequency of
the filters for luma and chroma components.

The rest of the paper is organized as follows: In Section
2 we find the optimal sampling pattern and design the luma-
chroma filters. In Section 3 experiments are performed to ver-
ify that the proposed method achieves good performance in
reducing color artifacts while retaining sharpness. Section 4
concludes the paper.

2. PROPOSED DOWNSAMPLING METHOD

2.1. Optimal Sampling Pattern

Without loss of generality, we consider downsampling the
original image L of size M × N to a small image S of
size m × n, where M = 3m, N = 3n. If M ̸= 3m
or N ̸= 3n, use conventional pixel-based downsampling
methods (e.g. bicubic) to resize L to be 3m × 3n first.
Let (R(i, j), G(i, j), B(i, j)) represent red, green, and blue
component values at the (i, j)th pixel in L.

The subpixel-based downsampling can be accomplished
by first shifting the color components according to sampling
patterns, and then apply the pixel-based downsampling with
anti-aliasing filtering. For example, DSD can be done by
shifting the red component to the right by one pixel, and blue
to the left by one pixel, followed by DPD.

The shifted image is denoted by L′ and RGB values at
(i, j)th pixel is denoted as (R′(i, j), G′(i, j), B′(i, j)). Let
(mk, nk) (k = 1, 2, 3 represents R, G and B) be the sam-
pling locations of RGB components for 3:1 downsampling,
i.e., mk, nk ∈ {−1, 0, 1} for each 3× 3 block. So we have,

R′(i, j) = R(i+m1, j + n1)
G′(i, j) = G(i+m2, j + n2)
B′(i, j) = B(i+m3, j + n3),

(1)

In order to analyze the behavior of luminance and chromi-
nance components, we convert the RGB image into YUV
space [19] using the transformation matrix in (2).Y

U
V

 =

 0.30 0.59 0.11
−0.17 −0.33 0.50
0.50 −0.42 −0.08

R
G
B

 . (2)

The Fourier transform of the luminance component is

Ŷ ′(u, v) = 0.30R̂′(u, v) + 0.59Ĝ′(u, v) + 0.11B̂′(u, v)

= 0.30R̂(u, v)ej2πφ1 + 0.59Ĝ(u, v)ej2πφ2

+ 0.11B̂(u, v)ej2πφ3 , (3)

where φk = mku+ nkv, k = 1, 2, 3.
Each color component such as Ĝ can be decomposed into

low-frequency part Ĝl and high frequency part Ĝh, i.e., Ĝ =

Ĝl + Ĝh, and due to the high correlations among R, G and
B components, the high frequency parts of RGB tend to be
similar[20], i.e., Ĝh ≈ R̂h ≈ B̂h. Hence we have,

Ŷ ′
h(u, v) = Ĝh(u, v)

(
0.30ej2πφ1 + 0.59ej2πφ2 + 0.11ej2πφ3

)
.

(4)
The error introduced during the downsampling is due to

aliasing in the high frequency part, so the energy of high fre-
quency is measured as follows,

EY ′
h
(u, v) = Ŷ ′

h(Ŷ
′
h)

∗

= Ĝ′
h(Ĝ

′
h)

∗(0.4502 + 0.354 cos 2π(φ1 − φ2)+

0.066 cos 2π(φ1 − φ3) + 0.1293 cos 2π(φ3 − φ1))

= Ĝ′
h(Ĝ

′
h)

∗CY ′
h
(u, v), (5)

where CY ′
h
(u, v) is the coefficient independent of input image

signal. So to minimize the high frequency energy we can in-
stead minimize the coefficient. Moreover, the frequency com-
ponent along horizontal and vertical axes catches more atten-
tion thus we focus on the analysis on the axes. By setting
v = 0, we have,

CY ′
h
(u, 0) = 0.4502 + 0.354 cos 2π(m1 −m2)u (6)

+ 0.066 cos 2π(m1 −m3)u+ 0.1293 cos 2π(m3 −m1)u.

Similarly we have the coefficients for chrominance com-
ponents of high frequency,

CU′
h
(u, 0) = 0.3878 + 0.1122 cos 2π(m1 −m2)u (7)

− 0.17 cos 2π(m1 −m3)u− 0.33 cos 2π(m3 −m1)u,

CV ′
h
(u, 0) = 0.4328− 0.42 cos 2π(m1 −m2)u (8)

− 0.08 cos 2π(m1 −m3)u+ 0.0672 cos 2π(m3 −m1)u.

Fig. 3 shows the frequency spectra of luminance and
chrominance of the original and the shifted image. Lumi-
nance for the shifted image turns out to be more compact than
the original one, which means that high frequency is canceled,
but chrominance appears spread and high frequency value is
enlarged. It is advantageous for luminance since less aliasing
will occur during downsampling, however for chrominance
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it is the opposite. That is why color artifact is noticeable in
subpixel rendering images. Hence the objective is to find a
sampling pattern that minimizes the high frequency energy
for both luminance and chrominance. Since the downsam-
pling ratio is 3:1, we take the integral from 1/6 to 1/2, where
aliasing occurs, as the high frequency energy amount. Note
that optimal solutions are different for minimizing the energy
of luminance and chrominance, therefore we need to find a
trade-off between luma aliasing and color artifact. In light
of this we instead minimize the positive weighted sum of the
luminance and chrominance energy,

min
mk

∫ 1
2

1
6

(
wCY ′

h
(u, 0) +

1− w

2

(
CU′

h
(u, 0) + CV ′

h
(u, 0)

))
du

(9)

s.t. mk ∈ {−1, 0, 1}, k = 1, 2, 3,

where w is a positive weighting factor affected by sensitiv-
ity to luminance and chrominance error, and different w will
result in different optimal solutions. Without further infor-
mation and preference of luma or chroma aliasing effects, we
treat luma and chroma error equally, thus we set w = 0.5, and
the optimal solution is (m1 −m2,m1 −m3) = (±1, 0). If w
is large enough i.e. w = 1 such that high sharpness is favored,
the optimal solution is (m1−m2,m1−m3) = (±1,±2). And
small w i.e. w ≤ 0.25 results in (m1−m2,m1−m3) = (0, 0)
where no color distortion is tolerated. And (m1 −m2,m1 −
m3) = (±1, 0) is a good compromise between the two ex-
treme cases according to our experiments.

Similarly we can get the optimal solution for n1, n2, n3.
However due to the RGB vertical stripe subpixel arrangement
on LCD panels, i.e., n1 ≤ n2 ≤ n3, the optimal solution
becomes (n1−n2, n1−n3) = (−1,−2), i.e., (n1, n2, n3) =
(−1, 0, 1). Since two spectra are considered equal if one of
them can be obtained from the other via flipping, we can let
(m1,m2,m3) = (−1, 0,−1) without loss of generality. At
this point, the optimal solution is reached, and the frequency
spectra in Fig. 3 are obtained via optimal sampling pattern.

2.2. Luma-Chroma Anti-aliasing Filter Design

To prevent aliasing in downsampling, low-pass filter with
Nyquist cut-off frequency should be applied to original im-
age [21]. However as seen in Section 2.1, magnitudes of
horizontal and vertical aliasing spectra for luminance are
smaller in subpixel-based downsampling than in DPD, so
the horizontal and vertical cut-off frequency, fh

Y and fv
Y can

be extended beyond 1/6 to retain more signal details. For
chrominance, cut-off frequencies fh

U , f
v
U , f

h
V , f

v
V should be

suppressed to reduce color distortion. Downsampling of
shifted image via optimal sampling pattern with anti-aliasing
filtering respectively for luma and chroma, is called SD-
LCAF, which stands for Subpixel-based Downsampling with
Luma-Chroma Anti-aliasing Filter. As pointed out in [22],
the probability density function of spectral energy for natural
images can be modeled as Laplacian distribution. We can
thus represent the normalized spectrum Ŷ using a zero-mean

Fig. 3. Frequency spectral of original and shifted image based on
optimal sampling pattern(top to down: original and shifted; left to
right: Y, U and V; the image is lena)

circularly symmetric Laplacian model with variance 2λ2
Y ,

i.e., Ŷ /EY ∼ (1/2λY ) exp(−|f |/λY ) where EY is the total
energy of Ŷ . In the proposed SD-LCAF, we choose fh

Y , f
v
Y to

make the aliasing amount of subpixel-based method equal to
that of pixel-based method. The aliasing amount is measured
by integrating the aliasing spectrum energy from 0 to the
cut-off frequency. Thus we have,

∫ fn

0

EΩ

2λΩ
exp

−|f − 1/3|
λΩ

df =

∫ fH
Ω

0

E′
Ω

2λΩ′
exp

−|f − 1/3|
λ′
Ω

df,

(10)
where fn is the Nyquist frequency which is 1/6 in this case,
EΩ is the total spectrum energy of the original image with
Laplacian model {0, λΩ}, E′

Ω is for shifted image spectrum
with Laplacian model {0, λ′

Ω}, Ω ∈ Y, U, V . So fH
Ω can

be calculated, and due to symmetry fV
Ω = fH

Ω . And results
show that for Y the cut-off frequency can be extended beyond
Nyquist frequency, but suppressed for U and V.

3. EXPERIMENTAL RESULTS

The goal of the method is to maintain apparent luminance res-
olution, while reducing color artifacts. To compare with the
existing methods, two measurements are adopted as follows.

LSM(Luminance Sharpness Measure) [10]: since the ma-
jor resolution difference of various methods occurs in high
frequency details, LSM is defined as the average of direc-
tional high-frequency energy, i.e.,

LSM(X) =
1

4

4∑
k=1

∥ Hk ∗X ∥1, (11)

where Hk = [1 − 1], k = 1, 2, 3, 4 for horizontal, vertical,
diagonal and antidiagonal directions. Larger LSM value indi-
cates higher apparent resolution.

CDM(Color Distortion Measure) [10]: PDAF has negli-
gible color distortion according to observation and is taken as
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Fig. 4. Test images. Left to right: baboon, cartoon, cathedral,
chart, fonts, lena, trees, window.

Table 1. LSM of the test images.
Image SD-LCAF DDSD-FA DSD-FA PDAF
baboon 0.98 0.97 0.90 0.80
cartoon 1.39 1.41 1.45 1.42

cathedral 0.95 0.94 0.90 0.79
chart 0.95 0.95 0.88 0.81
fonts 0.96 0.95 0.91 0.86
lena 1.18 1.14 0.99 0.99
trees 0.97 0.97 0.90 0.83

window 1.05 1.04 0.96 0.84
average 1.05 1.05 0.99 0.92

the reference to compute PSNRU and PSNRV for any image
x to be measured,

PSNRU = 10× lg
2552

MSEU
(12)

MSEU =
1

MN
(∥ Ux − UPDAF ∥22), (13)

where Ux and UPDAF are the U components of x and PDAF
respectively. So larger PSNRU indicates less color distortion.
PSNRV is defined similarly.

Test images are shown in Fig. 4. We simulate the pro-
posed method SD-LCAF compared with PDAF which is
pixel-based, and DSD-AF, DDSD-AF [10] which are state-
of-art subpixel-based methods. The results are shown in
Table 1 for LSM and Table 2 for CDM. Since the PSNRU and
PSNRV results are similar, only PSNRU values are presented.
It can be seen that the sharpness of SD-LCAF is as high as
DDSD-FA, and higher than those of DSD-FA and PDAF.
Moreover, the PSNRU values of SD-LCAF are higher than
those of DSD-FA and DDSD-FA, indicating that SD-LCAF
greatly suppresses the color artifacts.

Subjective results are illustrated in Fig. 5. It is verified
that SD-LCAF produces similar images as DDSD-FA and
DSD-FA in that these three methods achieve higher sharp-
ness than PDAF due to subpixel-based processing. Besides,
unlike DDSD-FA or DSD-FA, SD-LCAF does not contain
noticeable color artifacts on edges in the regions framed by
the red rectangles. Another example of font image in Fig. 6
depicts the comparison between DDSD-FA and SD-LCAF,
which shows that SD-LCAF effectively reduces color errors
while maintaining high resolution.

Table 2. PSNRU of the test images.
Image SD-LCAF DDSD-FA DSD-FA
baboon 36.62 26.50 30.54
cartoon 39.14 31.70 35.56

cathedral 34.28 26.92 28.52
chart 35.56 25.22 29.03
fonts 31.78 23.74 25.99
lena 38.51 30.70 32.99
trees 35.64 27.09 30.88

window 35.37 28.09 32.04
average 35.86 27.50 30.70

Fig. 5. Subjective results. Left to right, then top to bottom: PDAF,
DDSD-FA, DSD-FA, SD-LCAF.

4. CONCLUSION

By separating the subpixel-based downsampling into two
stages, shifting and downsampling with anti-aliasing filter-
ing, the proposed SD-LCAF successfully reduces the color
artifacts and the sharpness is retained. Based on the anal-
ysis of the luminance and chrominance components of the
shifted image in frequency domain, we propose the optimal
sampling pattern in terms of balancing the sharpness and
color fidelity. The anti-aliasing filters for luma and chroma
are designed respectively based on the characteristics of the
energy distribution. Experiments verify that the proposed
method provides superior results than existing subpixel or
pixel-based downsampling methods.
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Fig. 6. Comparison of down-samped images using DDSD-FA and
SD-LCAF. Left: DDSD-FA, right: SD-LCAF.
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