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ABSTRACT

Since most automatic speech recognition (ASR) systems still suffer
from adverse acoustic conditions and insufficient acoustic modeling,
recognition robustness can be improved by integrating further infor-
mation sources such as additional acoustic channels, modalities, or
models. Considering the question of information fusion, interesting
parallels to problems in digital communications can be observed,
where the turbo principle revolutionized reliable communication. In
this paper, we provide new perspectives on furbo ASR: First, we
introduce a compact formulation of turbo automatic speech recog-
nition; second, we present a shape-based visual feature extraction
algorithm without any learning paradigms. Third, we show an ap-
plication to an audio-visual speech recognition task on a large data
set, where our proposed method clearly outperforms the iterative
approach introduced by Shivappa et al. as well as a conventional
coupled-hidden-Markov-model approach by up to 23.8% relative re-
duction in word error rate.

Index Terms— Multimedia systems, speech recognition, itera-
tive decoding, hidden Markov models

1. INTRODUCTION AND PRIOR WORK

In 1993 the so-called turbo codes invented by Berrou et al. [1] in-
novated communication theory. Based on very simple component
coding schemes (parallel or serial), they showed how to approach
the theoretical performance bounds. One of the virtues of the turbo
principle lies in the ability of a highly efficient decoding, applying
an iterative processing with simple component decoders. In this de-
coding process, local reliability estimates are provided, which are
utilized in an iterative information fusion. The decoding algorithm
providing such soft information in the form of state posterior proba-
bilities is, e.g., the BCJR algorithm [2]. In automatic speech recog-
nition, the BCJR algorithm is better known as forward-backward-
algorithm (FBA) and can be used for recognition. Considering these
parallels, the question arises whether the immense gains obtained
in communications could also probably be achieved in the field of
ASR. This subject forms the focus of the work presented here.

Despite the commercial success and widespread application, most
ASR systems still perform poorly in adverse acoustic conditions
e. g., background noise or channel distortions. However, their ro-
bustness can be improved by exploiting further information sources
such as additional acoustic channels [3, 4], modalities [5—7], or mod-
els [8, 9]. Here, the success of such approaches is closely linked to
the used method of information fusion; considering hidden Markov
model (HMM) classifiers, commonly data-dependent combination
functions such as the weighted product rule are used for this purpose
[10, 11]. In particular, the joint probability distribution of the ob-
servation likelihoods is normally composed by means of a weighted
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product of the individual observation likelihoods extracted by the re-
spective HMM classifiers. Thereby, the relative influence of each in-
formation source or stream is controlled by a weighting parameter or
so-called stream weight, e. g., according to its reliability [12]. In the
field of ASR, such stream weights were first applied to speech-noise
decomposition [13] and later on were adopted to multi-band audio-
only ASR [3] as well as to audio-visual ASR [7]. Current decision
fusion approaches for audio-visual ASR such as coupled [14, 15] or
multi-stream HMMs [12] still incorporate such a weighting scheme
while computing joint observation likelihood distributions; gauged
on their ASR performance, the determination of appropriate weights
is of central importance. In contrast, when applying conventional
late fusion techniques such as confusion networks or ROVER [16]
in multimodal ASR, the information fusion benefits are limited to
the locally best output segment in the combined word transition net-
work. Moreover, reliable word confidence estimates required in the
subsequent voting schemes are often difficult to obtain.

Considering the parallels of communications and ASR, Shivappa et
al. introduced an iterative approach to multimodal ASR [17], which
solves the fusion problem by an iterative recognition scheme. Inter-
estingly, their approach does not employ any stream weighting, but
still has the advantage of separately trained HMMs for each modal-
ity instead of a joint one. However, during recognition the itera-
tive decoding is controlled by a rate parameter while modeling and
re-estimating the distributions of the observation likelihoods [18].
Originating from Shivappa’s altered FBA approach, we showed in
our previous work [19] that the unmodified FBA is already suit-
able for iterative recognition. This can be achieved by modifying
the observation likelihoods to allow injection of information from
a previous iteration. Moreover, the solution required no modeling
of observation likelihood distributions. Accordingly, we extended
our previous work to a generalized turbo ASR approach, which is
fully applicable to single- and multi-channel ASR, single- and mul-
ti-modal ASR, as well as to single- and multi-model ASR.

In this paper, we introduce the generalized turbo ASR approach in a
compact vector-matrix notation, allowing a clear view on differences
to Shivappa’s approach [17, 18]. Applied to audio-visual speech
recognition on a large data set, we use a novel shape-based visual
feature extraction algorithm, which dispenses with the commonly
used learning paradigms.

The organization of the paper is as follows: In Section 2, we intro-
duce the turbo recognition approach in a compact formulation. Sec-
tion 3 presents the advantageous audio-visual feature extraction. In
Section 4, we report on the performance of turbo ASR on an audio-
visual speech recognition task compared with iterative and conven-
tional information fusion methods. The paper concludes with Sec-
tion 5.
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Fig. 1. Turbo audio-visual speech recognizer with iteration index z = 1,2, ..., starting with the audio stream; time index ¢ omitted.

2. THE TURBO ASR APPROACH
2.1. Notations

Let xlT =Xy,...,XT be a sequence of d,-dimensional feature vec-
tors with values x;, = o, € R% for each frame ¢ = 1,...,T. This
feature vector sequence is supplied to a speech recognizer utiliz-
ing an HMM A = {m;A; %}, whose parameters are given by T =
[m1,...,7y] T, the vector of prior probabilities m; = P(sy =i) of all
statesi € . = {1,...,N}, A= {a;} j ics, the matrix of state tran-
sition probabilities a;; = P(s;=i|s;—1 =), and & = {b;(x;)}ic.7,
the set of d,-variate emission probability density functions (pdfs)
bi(x;) = p(x¢|sr=i). The latter may also be expressed in vectorial
notation as b; = [by (x/),... ,bN(x,)]T, with HT being the transpose.
Note that we use P(-) for probabilities and p(-) for pdfs (or their val-
ues).

Now let there be another observation sequence ulT from a discrim-
inative feature space R%. Its d,-dimensional feature vectors shall
be of the same length T as olT and originate from another sensor
(same or different modality)l. Furthermore let there be two state-
level maximum-a-posteriori (MAP) recognizers concatenated in par-
allel as sketched in Figure 1. Each of these component recognizers
(CRs) processes one of the given (discriminative) feature sequences
0{ and ulT and employs an individually trained HMM matching the
incoming observations. For distinction, the two CRs shall be denoted
with (s) and (). Let the CR (s) be linked with the feature sequence
olT employing an HMM A1), while the feature sequence ulT is pro-
cessed by the CR (r) incorporating an HMM A("). Note that we
apply the superscripts (s) and (r) labeling the respective state index
spaces . = {1,...,N}and Z = {1,...,M}.

2.2. Turbo Forward-Backward Algorithm (FBA)

Given the feature vector sequence olT, at each time t = 1,...,T
each HMM state i € . is linked to a posterior probability ¥ (i) =
P(s;=i|ol) . Using an iterative recognition approach [19], the vec-

tor of state posteriors ‘y,(s> = [}/[<s)(1)7..,, (s)

1Y (N)]T is obtained by

s 1 5 5
Yz():a'[azUOBf()} (1)
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ﬁt(s) —AGT, {bt(i)l ogt(i)1 oﬁl(i)l} , 3)

'In the special case that u]T = OIT, the turbo method could still be applied
by using two different recognizers or HMMs.
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where the forward and backward variables oy (i) = p(0,s;=i) and
B (i) = p(otTle | s¢=i) for all i € . are denoted in vectorial notations

a” = [0 (1)....," (W)]T and B = (B (1), B W),
These variables are initialized to @) = Tob,—; and B = 1y,
with 1y being an N x 1-dimensional vector containing ones; the
(o) operator marks the element-wise product. Then computation
is done recursively according to (2) and (3). Note, that vector

g,(S) = [gt(s>(1), e ,gﬁ‘g (N)]T indicates the extrinsic information to
be passed on between the CRs. Moreover, the stochastic constraint
in (1) is ensured by the normalization C; = a;S)T . Bt(s).

Given state-level MAP recognizers, the sequence s* = s7,...,s7 of
(locally) most probable states is provided by

t=1,...,T. )

%
§; = argmax,
! IS4 o

Analogous to the turbo principle, in addition to the feature vec-
tor sequences soft state information is passed between the CRs
(Figure 1). Due to stability criteria [19, Section IV] thereby the
(r)
t

M-dimensional vector of fed back extrinsic probabilities ¥,

[f/,(r)(l)7 . ,"}’/,(r) (M)]T from recognizer (r) is related, but not equal
to the vector of state posteriors ¥, of CR (r); the other direction is
accordingly.

When considering the information fusion within each recognizer,
Shivappa et al. regarded the extrinsic probabilities ')Dlt(r> as an addi-
tional observation vector independent of olT to be fed into CR (s)
and deduced a modified FBA [17]. However, it can be shown that it
is sufficient to modify the emission terms of the respective HMMs
only to allow an injection of extrinsic information of a previous
iteration [19]. Thus, the fed-back extrinsic information vector is
given by

7
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with C] ensuring the stochastic constraint. Please note that in con-
trast to [17] in (5) the channel or infrinsic information of current
frame ¢ is removed.

Eq. (5) is based on the assumption of equal HMM state index spaces
within each CR. However, the respective state index spaces % and
- may differ in multisensor ASR systems, e. g., audio-visual speech
recognition. We take account of this fact by merely assuming a
known prior co-occurrence probability for all HMM states i € .%
and k € Z. Using the linear transformation matrix

= [TOO]T ©)

T () — {T,g)'(s>}ke,%,ie,7’



to relay the extrinsic probabilities 'i/,(r>

., the extrinsic information g,(‘v) to be passed between the CR (r)

and CR (s) is given by

from state index space % to

g’ =T g7, @)

Thereby the respective linear state index transformation matrix ele-
ments are given by

() _ _Plr=kisi=i) .
L = P(r k) P(s; =)’ V(i,k) € S X Z. 8)

The joint probabilities needed in (8) can be determined by using a

reference FBA to compute the state posteriors }71(S) (i) and 7r(r) (k) on
training data and subsequently estimate a joint probability according
to

Blr=ksi=i) = o LH 07 W), ¥k € 7 x % ©)

T

Here, the normalization C" ensures the stochastic constraint and the
sum is taken over all training frames 7. Moreover, the prior proba-
bilities P(r; = k) and P(s; = i) are obtained by marginalization.
In order to ensure convergence in information fusion, the emissions
b; and the extrinsic information g; need to fulfill some numerical
prerequisites. First of all, the emissions of both streams should have
a similar numeric range, which is rarely the case in multimodal ASR.
A simple yet effective method is a histogram equalization: During
training, the means L, i1, and standard deviations o;, 0, of the re-
spective emissions b§s>,b,(:) are estimated; prior to recognition, the
emissions of one of the streams are equalized to match the histogram
of the other, as marked by the “EQ” block in Figure 1:

E,(:) ()= (b,(f> (u) — Ilr) : %i + s (10)

The balance between emissions and extrinsic information can be ac-
tively influenced using a weighting scheme as, e.g., in a coupled
HMM. By weighting the emissions, a constant bias in the reliability
of the respective modality can be adjusted [7, 12], e. g., depending
on the signal-to-noise-ratio (SNR) [14, 15]. Accordingly, we incor-
porate likelihood weights 0 < @4, ¢y < 1 for audio and video emis-
sions, respectively. Moreover, likelihood weights on the extrinsic
information are used to adjust its peakedness. The latter are espe-
cially important for controlling the convergence behavior: We found
that as the number of iterations z increases, gradually shifting the
influence from the emissions towards the extrinsic information im-
proves convergence behavior. Thus, we utilize two extrinsic weights
64, By that grow dynamically according to a logistic function

0 (Z) = : 1 )

1 +ePG2) <W - 1)
with 0(z) € {64(z),0v(2)}. Here, 0(2) € {64(2),0y(2)} and p €
{pa,pv} mark the initial extrinsic weight and the logistic propor-
tionality constant, respectively. Hence, beginning from a given ini-
tial value, the extrinsic weights yield to unity as the number of itera-
tions z increases. Please refer to Figure 1 for a summary of the entire
turbo recognition scheme.

z2=2,3,..., (11)

3. AUDIOVISUAL FEATURE EXTRACTION

3.1. Face and Mouth Detection

Commonly, visual feature extraction algorithms for shape-based fea-
tures require an offline training step using a number of previously
labeled frames [7, Sect. 3]. While exploiting large databases with
various speakers, the effort of such a mouth-labeling step by hand
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for detection purpose becomes enormous. To avoid this consider-
able burden, we developed a generalized signal processing-based al-
gorithm extracting shape-based features, which dispenses with typ-
ically utilized learning paradigms: First, color segmentation in the
HSYV color space is performed to locate skin-like areas. After group-
ing these areas and applying a chain of morphological operators to
enhance the connected regions, the largest area is assumed as the
face candidate. Within this region, eye and mouth candidates are
estimated individually by using hybrid methods: The eye localiza-
tion combines color, edge and illumination-based approaches [20],
whereas the mouth candidates are determined by using an edge [21]
and color-based technique [22]. Based on these hybrid approaches,
different weightings can be assigned for each candidate reflecting the
number of methods providing evidence. Given the weighted can-
didates, we hierarchically choose the set that best matches a given
model of a face [21].

3.2. Visual Feature Extraction

The goal of our feature extraction is to describe the precise shape of
the lips with a small number of coefficients. Thus, contours of the
upper and lower lip are required, which are determined by combin-
ing edge detection [21] and lip-color transformation [23] techniques
on the assumed mouth region. At first, horizontal filtering is applied
on a gray scale image highlighting bright-to-dark intensity changes
(top down). The resulting edge image is weighted by means of a
lip color transformation map. Subsequently, an upper lip contour
hypothesis is obtained by an iterative threshold determination to bi-
narize the processed image. Based on this upper lip estimate, the
potential position of the lower lip is further narrowed down by ap-
plying an edge detection. The shape of the lower lip is subsequently
obtained through an iterative threshold calculation to binarize the lip
color transformation image in the defined region. Finally, the lips
are aligned to each other and the best positions for the lip corners are
determined. Once both lips are obtained, 18 points are set along the
center line of each lip with the same horizontal distance, whereby
the lip corners constitute the outer boundaries. The coordinates of
these 36 points are the requested features. Each set of coordinates
is aligned through procrustes analysis [24]. This usual alignment of
shape-based features requires an average model of a mouth, which is
generated by an offline training process in advance. Additionally, to
diminish redundancy and dimensionality, we apply a principal com-
ponent analysis and regard 98 % of the variance, while reducing the
number of coefficients from 72 to 11 in this work.

3.3. Acoustic Feature Extraction

The acoustic features are computed according to the ETSI Advanced
Front-End (AFE) Recommendation [25] from 8 kHz audio data, ap-
plying a Hamming window of length 25 ms and a frame shift of
10 ms. In conclusion, the produced feature vectors consist of 40
coefficients, with 13 MFCC coefficients, 1st- and 2nd-order deriva-
tives, and additionally one log energy parameter.

4. EVALUATION

4.1. Compared ASR Systems

We applied the iterative decoding approach introduced by Shivappa
et al. [17] as audio-visual ASR reference. Within that approach, we
estimated the variance of the likelihood values during recognition
stage at each iteration and used the result as rate parameter % while
iteratively re-estimating the distribution of the observation likelihood
values. Moreover, to improve fairness of comparison to our turbo
FBA partly using SNR-dependent weights, we even improved the
exponential distribution within the iterative approach by introducing



an additional SNR-dependent exponential scaling factor Ugyg being
optimized separately in advance.

Moreover, a conventional coupled-HMM (CHMM) approach was
employed as a decision fusion baseline [7, 14]. The CHMM system
utilizes the weighted product rule [10, 11] for fusion, which incor-
porates two exponential stream weights @} and ¢/, on the audio and
video emissions, respectively. The weights are separately optimized
during training—¢} as SNR-dependent—, letting 0 < ¢}, ¢}, <1
and @) +¢f, = 1.

4.2. Experimental Setup

We apply the presented turbo FBA approach to a speaker-dependent
audio-visual ASR task. All experiments are based on the GRID
audio-visual speech corpus containing audio and video recordings
of 1000 utterances per speaker [26].

We selected 20 (10 male and 10 female) speakers for the experi-
ments reported here, whereas 4 (2 male and 2 female) additional
speakers were employed for parameter training. Moreover, the au-
dio recordings were interfered with white Gaussian noise at fixed
SNRs (0dB up to 30dB active speech level, 5dB steps) based on
ITU-T P56 [27]. For each speaker, 800 randomly chosen utterances
are used for HMM training; the remaining 200 utterances are used
in the test set. We trained speaker-dependent HMMs separately for
each CR (video or undisturbed audio). Each HMM set comprised
51 word HMMs (according to the GRID vocabulary) with a linear
topology, using a rule of four emitting states per phoneme. The state
emission pdfs were modeled with Gaussian mixture models of order
5 and diagonal covariance matrices.

The following parameters were optimized separately on the test data
of the 4 parameter training speakers; in the test stage, the found
parameters were adopted for the 20 evaluation speakers. Thus,
for the SNRs from 0dB to 30dB we obtained the CHMM stream
weights @4 = (0.1,0.15,0.9,0.95, 0.95,0.95,0.95) and the turbo
FBA emission weights ¢4 = (0.14,0.25, 0.7, 0.7, 0.83, 0.83, 0.92).
As in [7, 14], we constrained the video CHMM stream weight by
¢}, = 1— @}, while in our turbo system the video emission weight
was set to a fixed @y = 0.01. In the first two iterations, however,
we set the emission weights ¢4 and @y to unity ensuring reference
FBA behavior. For the extrinsic weights, we obtained the initial
values 64(2) = 1073, 6y(2) = 0.2 and the logistic proportionality
constants pg = 2.5, py = 0.65. Moreover, we attained the iterative
scaling factors 10% - vgyg = (7.9, 125, 15.6, 31.3, 62.5, 125, 500).
For each SNR, we carried out eight turbo iterations and com-
puted the output posteriors of each CR. As a performance mea-
sure, we used the word recognition accuracy in percent, given by
ACC = %’I’S, where N,D,S,I mark the number of reference
labels, deletions, substitutions, and insertions, respectively. For this
measure to be applicable, we converted the MAP state sequences
to word sequences by first allocating each state in the sequence to
the respective word identity of its containing word HMM and then
merging strings of consecutive identical words. This can be easily
done due to the surjective relation between a state and the word
identity.

4.3. Results

Figure 2 illustrates the results of our recognition experiments. The
dotted lines with triangular markers show the single-channel base-
lines for audio (A) and video (V), using a reference FBA. Further-
more, the dotted line with () markers plot the audio-visual CHMM
baseline. The remaining lines with (x) and (o) markers indicate the
recognition results of the iterative reference (dashed lines) and the
herein presented turbo FBA (solid lines): the curve with () mark-
ers was obtained by starting with the audio CR in the first iteration
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Fig. 2. Recognition results in word accuracy (% ACC) vs. SNR (dB).
The dotted lines with triangular markers represent single-channel
baselines (A: audio, V: video), the dotted line with () markers
illustrate a conventional audio-visual CHMM approach [7, 14]. The
lines with (*) and (o) markers indicate the recognition results of the
iterative reference (dashed lines) [17] and the herein presented turbo
FBA (solid lines), both after the eighth iteration, starting with the
audio or video CR, respectively.

and then examining the output of both CRs in an alternating fashion.
Analogously, the (o) marked curve was generated by starting with
the video CR.

The following single-modality accuracies were achieved: 53.5% on
the video-only test corpus, while the audio-only recognition results
vary from 37.2 % at 0 dB SNR to 91.3 % at 30 dB SNR. In compari-
son, the audio-visual CHMM approach yields recognition results of
53.9% at 0 dB SNR up to 92.7 % at 30 dB SNR, serving as a sound
reference. The iterative reference incorporating a parametric model
(reinforcing selectively the most probable state) does not perform
convincingly in this context, which might be due to a high depen-
dency on the chosen features, as stated by the authors [18, Sec. 4.2].
The new turbo FBA, however, brought significant improvements,
outperforming the iterative baseline by at least 4.8 % for all SNRs.
In addition, the quite strong CHMM approach is exceeded over the
whole SNR range. At5 dB SNR, the turbo ASR system outperforms
the iterative as well as the CHMM baseline by about 9.2 % absolute,
which corresponds to a relative word error rate (WER) reduction of
23.8%.

5. CONCLUSIONS

In this paper we proposed a compact formulation of a furbo-
decoding forward-backward algorithm, which is fully applicable
to single- and multichannel ASR. Applied to an audio-visual speech
recognition task on a large data set, we presented a shape-based
visual feature extraction, which dispenses with commonly needed
learning paradigms. The experimental results showed that our
proposed method clearly outperforms both known iterative and con-
ventional information fusion methods by a relative WER reduction
up to 23.8%. For future work, this paper paves the way for princi-
pal investigations on further information sources such as additional
acoustic channels or models.
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