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ABSTRACT 

 
An adaptive line enhancer is a self-tuning filter which 
attempts to retrieve a sinusoid buried in noise. Generally 
speaking, there is a trade-off between convergence speed 
and steady-state error. One method to address this is to use a 
variable step size algorithm, with a large step size for 
acquisition, and a smaller step size for improved steady-
state performance. An alternate topology is based on the 
convex combination of two adaptive filters: a fast filter 
handles acquisition, while a slower filter is used to minimize 
error. In this paper, we present an adaptive line enhancer 
based on the convex combination of two IIR filters. It 
achieves both fast tracking and good steady-state 
performance, albeit at an increase in computational 
complexity. 
 

Index Terms—Adaptive filtering, adaptive line 
enhancer, convex combination 
 

1. INTRODUCTION 
 

The adaptive line enhancer (ALE) is a self-tuning filter 
which attempts to retrieve a sinusoid buried in noise [1-3]. 
An implementation using a forward prediction filter with a 
1-step delay was presented in [2,3], and is shown if Fig. 1, 
(though other configurations are possible, e.g. [4-6]).  

 

 
 
Fig. 1.  Adaptive line enhancer based on a 1-step forward 

predictive adaptive filter. 
 
The input signal x0(n) in this analysis consists of a single 

frequency sinusoid, and an uncorrelated zero-mean white 
Gaussian noise component v(n), written as 

 

0 0 o( ) sin( ) ( ).x n A w n v n                            (1) 

 
 
    Generally speaking, there is a trade-off between adaptive 
algorithm speed of convergence (i.e., in response to an input 
step change) and steady-state error. Fast convergence 
implies a large gradient step size to rapidly respond to input 
changes, which causes a larger fluctuation of the signal in 
the steady-state [7-9]. The approach taken in [2] was to use 
an infinite-impulse response (IIR) filter with a variable step 
size adjusted to maximize the output energy, using a filter 
structure for W0(z) as given in (2). (Details of this approach 
are given in [2], though other bandwidth modification 
approaches are possible, e.g. [10-13].) This paper extends 
the system in [2] to the convex combination topology in 
[13]. The filter structure used is given by  
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In  (2), parameter b controls the bandwidth, and parameter θ  
controls the center frequency. After convergence, W0(z) will 
have a band-pass characteristic, and the enhanced sinusoid 
will be present at output y0(n). To maximize the spectral 
enhancement of the input sinusoid, b is typically set near 1. 
Fig. 2 shows a set of plots of the mean-square error (MSE) 
using a fixed θ = θ0, for various values of parameter b. 

 
Fig. 2.  Adaptive line enhancer MSE error plot for values of 

bandwidth parameter b. 
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    As the MSE is a unimodal function of frequency, a 
gradient based technique can be used to tune the filter to the 
correct frequency. While a large value of b is preferred for 
sinusoid signal enhancement, when the input frequency 
differs from the filter center frequency the gradient is 
substantially reduced. (For example, compare the slope in 
Fig. 2 at cos(θ0) = 0.4 for b = 0.25 and b = 0.9.) The 
gradient increases for smaller values of b, (wider 
bandwidth), which promotes rapid adaptation of θ using 
gradient based search techniques, while the spectral 
enhancement improves with larger values of b (narrower 
bandwidth). A strategy could be to use a large step size and 
wide bandwidth for acquisition, and a small step size and 
narrow bandwidth for spectral enhancement. In [2], the step 
size and bandwidth are dynamically increased to allow 
acquisition, and then automatically reduced for sinusoid 
enhancement, based on output power. The configuration in 
[2] will be referred to as the ALE controlled bandwidth 
model (ALECB), and will be used as a basis of comparison. 
Details of this algorithm are listed in Table 1. (Note: 
Trigonometric functions are treated as one multiply 
operation the first time they are used, as a look-up table 
implementation is assumed. Because there is only one filter 
in the ALECB, we have omitted the subscripts on x0(n), 
y0(n), b0(n), and θ0(n).) 
    An alternate method uses a topology based on the convex 
combination of two (or more) adaptive filters [13 - 15]; a 
structure using two filters is shown in Fig. 3. These two 
filters will be collectively referred to as W0(z) in the system 
of Fig. 1. 
 

 
 

Fig. 3.  Adaptive line enhancer based on a 1-step forward 
predictive adaptive filter implemented as a convex combination of 
two adaptive filters. 
 

Here, x0(n) is the input at iteration n, y0(n)  is the system 
output, x0(n+1)  is the desired response, and  e0(n) is the 
error term.  Filters W1(z) and W2(z) operate independently, 
each using its own error signals for gradient adaptation. The 
filter outputs, y1(n) and y2(n) are then summed with 
weighting λ and (1-λ) respectively. Parameter λ is adapted to 
minimize the total system error e0(n). In a convex 
combination λ is allowed to vary from 0 to 1, (though other 

topologies are also possible, e.g. [16-18]). W1(z) is a fast 
filter meant to quickly acquire a changing input signal, 
while W2(z)  is a slower filter meant to provide a lower 
steady-state error. These filters can be of differing lengths or 
types depending on the application. The two independent 
outputs are combined based on minimizing the MSE of the 
system output y0(n) . Combining the two independent filter 
outputs is usually accomplished by a sigmoid activation 
function using a secondary variable α(n) to calculate λ. 
(Details of the approach are given in [13].)  

Since the two filters are completely decoupled, the 
combination will perform like the faster filter until the 
slower filter W2(z) achieves a lower MSE, so the overall 
convergence time will still be dependent on the slower filter. 
To achieve an overall “speeding up”, a step-by-step weight 
transfer was used in [13], where a portion of the W1(z) 
weights were transferred to W2(z) when filter 1 is 
significantly outperforming filter 2 (e.g. in response to an 
input step change). To minimize gradient noise, this transfer 
is inhibited when λ is close to 1, so filter W2(z) is used 
exclusively. A plot of the combining functions is shown in 
Fig. 4, along with a straight line approximation                 
λ(n) = μλα(n) + 0.5 (dotted). 
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Table 1.  ALECB algorithm [2] complexity calculation. 
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2. ADAPTIVE LINE ENHANCER BASED ON THE 
CONVEX COMBINATION OF TWO ADAPTIVE IIR 

FILTERS 
 
    Extending the concept of weight transfer and the 
“speeding up” mechanism from [13] and casting the convex 
combination system into a predictive filter, we have divided 
the system into two parts. The first uses the convex 
combination scheme to calculate potential new values for 
filter W2(z) parameter θ2. The second section uses filter 
W2(z) to generate the output, which is taken exclusively 
from W2(z) and not from the two filter combination. Both 
filters use the update in (2) with fixed-bandwidth; parameter 
b1 = 0.25 (wide bandwidth for acquisition) and b2 = 0.9 
(narrow bandwidth for filtering).  

 
Fig. 4.  Convex combination of two adaptive filters weighting 
transfer function and straight-line approximation (dotted). 
 
The filter update for W1(z) to recursively adapt the center 
frequency is given by 
 

11 1 1 1( ) ( 1) ( ) ( ).n n e n n                           (3) 

 
As we are no longer mixing the two filter outputs, a simpler 
straight line approximation is used (per Fig. 4) and a 
threshold value (typically equal to or above the halfway 
point λ = 0.5) serving as a switch to initiate the transfer, 
resulting in a simpler mechanism given as 
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Filter W2(z) now uses its “assisted” value of θ2 for the 
gradient update. (Parameter α(n) is an intermediate variable 
used to develop a gradient update for λ(n), as in [13]. An 
alternate speed-up mechanism is also given in [19].) We 
have μ1 >> μ2 to achieve both fast acquisition and narrow 
band operation. While W2(z) update depends only on e1(n), 
the W2(z) update depends on e1(n) when λ(n)  is larger than 

0.5, and e2(n)  otherwise. Details of the algorithm are listed 
in Table 2. (Note: Because parameter b is fixed in the 
convex combination structure, certain addition operations 
are not counted. Range checking of variables is not included 
in the algorithm description or complexity comparison 
calculations, as it is similar in both the convex combination 
and ALECB cases). 
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Output processing: 
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                     2 x algorithm processing subtotal: 38M+ 
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                                                                  Total: 45M+ 
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Table 2.  Convex combination algorithm update and complexity 
calculation. 
 
 

3. SIMULATIONS 
 

Both the ALECB and the convex combination parameter 
values are experimentally selected to yield stable operation 
for a SNR of -3dB. Reducing the slope of the straight line 
approximation (Fig. 4) resulted in better performance at low 
SNR values (i.e., smaller α(n) in Table 3). Fig. 5 illustrates 
the operation for an input SNR of +10dB with a rapidly 
changing input and a sampling frequency of 2000 Hz. 
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Fig. 5.  Convex combination of two adaptive filters algorithm 

operation. 
 
The top graph of Fig. 5 displays θ1, θ2 and λ(n). The narrow 
bandwidth W2(z) processes the steady-state condition (with a 
steady-state behavior similar to the ALECB), but is assisted 
by W1(z) during input step changes. The bottom trace 
displays the sinusoid estimation error (the difference 
between the sinusoid portion of (1) and the y2(n)    output) 
for input frequency changes every 2000 iterations with a 
sampling frequency of  2000 Hz. The value of adaptive filter 
tuned frequency will be used for comparison with the 
ALECB, illustrated in Fig. 6 for an SNR of +10dB, and in 
Fig. 7 for an SNR of -3dB. The convex combination 
algorithm achieves faster convergence for all input step 
changes.  
 

 
Fig. 6.  Convex combination and ALECB algorithm 

comparison, SNR = +10dB. 

 
Fig. 7.  Convex combination and ALECB algorithm 

comparison, SNR = -3dB. 
 

 
4. CONCLUSION 

 
A new structure for adaptive line enhancement, based on 

the convex combination of two IIR filters, was developed. 
The computational complexity and sinusoidal acquisition 
performance of the new structure was compared with the 
ALECB structure. The new structure provides faster 
convergence in response to an input frequency change, 
albeit at an increase in computational complexity. To 
mitigate the increase in complexity, a simplified mixing 
mechanism was developed. The system output is taken 
exclusively from the narrow bandwidth filter, and a straight-
line transfer function is used to assist the narrow bandwidth 
adaptive filter in acquisition.  Expansion to multiple input 
frequencies [20-22] with this structure is an area of further 
research. 
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