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ABSTRACT

In this work, a novel salient object detection method is pro-
posed based on the saliency driven clustering. To capture visu-
al patterns of an image, the color contrast prior and boundary
prior are utilized to generate the image clusters automatically.
Then, a simple operation like regional saliency computation is
applied to refine the saliency maps generated by two priors.
The final saliency map are obtained by combining the refined
contrast prior saliency and boundary prior saliency. Extensive
experiments show that our proposed model achieves better per-
formance on salient region detection against the state-of-the-
art methods.

Index Terms— Saliency driven clustering, regional salien-
cy computation, boundary prior, color contrast prior.

1. INTRODUCTION

Visual saliency detection is a hot research topic and has
wide applications, such as content-based image retrieval [1],
image/video compression and coding [2], object recognition
and scene understanding [3] in areas of computer vision and
computer graphics. In natural scene, salient regions generally
stand out relative to its surroundings. This mechanism can be
explained by a center-surround difference model [4], which
is implemented in the feature spaces of luminance, color and
orientation.

In recent years, salient object detection has aroused re-
searches’ interest and the related work has been divided into
two categories, i.e, approaches of bottom-up category and
approaches of top-down category respectively. In bottom-up
visual saliency, previous research [5, 6] revealed that contrast
is the most influential factor in low-level visual saliency. By
computing the contrast over a pixel domain or region domain,
many visual saliency models have been proposed over the past
year [7, 8, 9, 10, 11, 12, 13]. The existing saliency models
based on color contrast can simultaneously compute global
contrast of an image and spatial coherence between regions
and have displayed impressive results. The contrast-based
models tell ”what the objects look like” by highlighting the
pixels with great center-surround difference. However, the
performance of the saliency maps that only rely on color con-
trast will degrade when the images are of confusing pattern or
complex scene.

Different from the contrast prior, background prior tackles
the salient object detection problem by asking the question
”what the background should look like”. In [14], two pri-
ors, boundary and connectivity prior were used as the priors
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about common backgrounds in natural images. The boundary
prior was discovered from the observations that ”the image
boundary is mostly background” and ”the salient objects sel-
dom touch the image boundary”. Even if the boundary priors
work for most images, it may fail when objects significantly
touching the image boundary or the images are of complex
background.

Intuitively, the combination of priors about ”what the
salient objects look like” and ”what the background should
look like” may exhibit diverse and meaningful visual pattern
information of natural images. In this paper, we present a
method for efficiently creating saliency maps by capturing
visual patterns of images. To extract the structural informa-
tion of an image, we propose a saliency driven clustering
method based on the combination of contrast prior saliency
and boundary prior saliency. The cluster number and clusters’
centers are determined automatically by analyzing the his-
togram of combined saliency, which are used for generating
image clusters applying k-means. Then, average contrast prior
saliency and average boundary prior saliency are computed
to demonstrate the role of clustering in improving the quality
of saliency map. Our experimental results demonstrate that
meaningful visual structure information can be extracted from
contrast prior and boundary prior by clustering. Then, a sim-
ple operation like regional saliency computation can improve
the performance of the two priors greatly.

2. SALIENCY DRIVEN CLUSTERING

2.1. Definition of Priors for Saliency Computation

Color Contrast Prior Saliency: Color contrast is inspired
by the observation that color components of a salient object
may have a strong contrast to their surroundings. Assume that
an image with size N is divided into regions (or superpixel-
s) Ri, i ∈ {1, 2, 3, ...,M}. Then, region Ri’s color contrast
saliency Sconi is computed according to the definition in [15]:

SRconi =
∑
j 6=i

Dc(Ri, Rj)Ds(Ri, Rj), (1)

where Dc(Ri, Rj) is the color distance between the two re-
gions and Ds(Ri, Rj) in 1 stands for the spatial distance
between regions Ri and Rj . In the experiment, 300 super-
pixels are generated using SLIC [16]. Finally, the pixel level
color contrast saliency is given as Sconi = SRconj , i ∈ Rj .
We normalize Scon to the range [0,1] Scon = (Scon −
min(Scon))/(max(Scon)−min(Scon)).
Boundary Prior Saliency: As stated in [17] that boundary
prior is an important and helpful measure for salient object
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detection. For an image, the pixel-level undirected weight-
ed graph is represented as G = {V, ε}. In the graph, the
boundary nodes (ΩB) are selected using the strategy similar
with [17]. Then, the geodesic distance of a pixel m to the
boundary nodes is computed as the nearest distance to all the
background nodes

g(m) = min
s∈ΩB

dg(s,m), (2)

where dg(a, b) is the geodesic distance between two nodes a
and b, which is computed based on the length of a discrete
path:

dg(a, b) = min
Γ∈Pa,b

L(Γ), (3)

where Pa,b stands for the set of paths between node a and b,
and the length L of a discrete path Γ is defined as:

L(Γ) =

n−1∑
i=1

√
(1− γg)d(Γi,Γi+1)2 + γg ‖ ∇(∆i) ‖2, (4)

where Γ is an arbitrary discrete path composed with n pixels
{Γ1, ...,Γn}. d(Γi,Γi+1) is the Euclidean distance between t-
wo pixels Γi and Γi+1) and ‖ ∇(∆i) ‖ is the a finite difference
approximation of the image gradient between Γi and Γi+1. We
use the parameter γg to weight two kinds of distances: the Eu-
clidean distance and the geodesic distance. The role of γg has
been studied in [18] and we set γg = 0.2 in the experiments.
The pathes in eq. (4) are computed using fast marching algo-
rithm [19]. Then, the boundary prior saliency is defined as
SBoundaryi = g(i), i ∈ [1, ..., N ] and it is normalized to the
range [0,1] as well.

2.2. Saliency Driven Clustering

To integrate the complementary strength of two kinds of
saliency maps, the contrast saliency and boundary saliency are
combined nonlinearly,

Scbi = Sconi ∗ SBoundaryi . (5)
Then, the image space is separated into several regions by
K-means clustering [20] based on Scbi . We run K-means to
generate K clusters and the number K and the initial posi-
tions of centroids are determined automatically using the Hill
Climbing algorithm [21]. The procedure is described below:

1. To construct the histogram of combined saliency map
Scb. An example is displayed in Fig. 1 and the his-
togram are displayed in Fig. 1 (c).

2. We construct a search window of size 30, the center of
the search window will moves from 0 to 255 to search
for the peak of histogram. The number of pixels of cur-
rent bin is compared with the neighbouring bins’ pixel
numbers, and the current bin will be selected as a peak
if its pixel number is the largest in the search window.
We take the number of peaks as the clusters number K
and the set of peak bins Pb are recorded as the start-
ing centroids for classification. The search window is
illustrated in Fig. 1 (d).

3. K-means clustering is applied with the adaptive num-
bers K and selected starting centroids set Pb. Then
K clusters RS1, ..., RSK are generated. An example

is displayed in Fig. 2, the image space is separated into
nine regions according to histogram analysis.

(a) (b)

(c) (d)

Fig. 1: An example illustrates the procedure of peak selection
by histogram analysis. Seven peaks are located [0, 46, 89, 115,
146, 192, 255]. (a) The source image; (b) Scb; (c) Histogram
ranges from 0 to 255; (d) The selected Peak 146. The red
rectangle is the search window;

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 2: Illustration of the process of clustering using adaptive
K-means. (a) original image; (b) the combined saliency map;
(c)-(i) are the separated nine regions (marked in blue); (j) Clus-
tering map, different clusters are labeled different colors;

3. REGIONAL SALIENCY COMPUTATION

To incorporating the visual pattern information into the
saliency detection model, the operation of regional saliency
computed is introduced. The average color contrast saliency
values and boundary prior values are computed for the gener-
ated cluster. Then, the regional saliency values are combined
effectively to generate the final pixel level saliency map.
The Average Color Contrast Saliency: The average color
saliency value for region RSi is defined as

color(i) =

∑
x∈RSi

Sconx

|RSi|
, i ∈ {1, ...,K}. (6)
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The regions with higher average saliency values are more like-
ly to be contained in a salient object.
The Average Boundary Prior Saliency: The average bound-
ary saliency of region RSi is defined as:

bound(i) =

∑
x∈RSi

SBoundaryx

|RSi|
, i ∈ {1, ...,K}. (7)

The average saliency values color and bound of regions
are projected onto the pixels contained. The pixel level refined
saliency values are define as

Mcolor(x) = color(i), x ∈ RSi, x = [1, 2, .., , N ],
Mbound(x) = bound(i), x ∈ RSi, x = [1, 2, .., , N ],

(8)

where N is the size of image. The refined saliency map is
normalized to the range [0,1], M = M−min(M)

max(M)−min(M) . The
final saliency value at pixel x is defined as:
Sfinal(x) = Mcolor(x) ∗Mbound(x), x = [1, 2, .., , N ], (9)

where the Sfinal is normalized to the range [0,1] as well.
Some visual results of the regional saliency maps and com-
bined saliency maps are displayed in Fig. 3 and we can see
that the regional saliency maps perform well in suppressing
background noises and highlighting the salient objects. The
structural information of images reflected by clusters is useful
for generating saliency maps of high quality. In the example
listed in the 3rd row, the sky and grass near the boundary are
classified into one cluster. Even if the saliency values for sky
in Scon are high, the regional saliency value are low by com-
puting the average saliency value on a larger area.

Fig. 3: Illustration of regional saliency values. From left to
right: original image, ground truth, the generated clusters, col-
or contrast saliency (Scon), average color saliency (Mcolor),
boundary prior saliency (Sboundary), average boundary pri-
or saliency (Mbound) and the combined final saliency map
Sfinal. 3 clusters, 4 clusters and 4 clusters are generated for
the three examples listed respectively.

4. EXPERIMENT

The empirical analysis is implemented on two popu-
lar saliency databases: MSRA-1000 [22] and Berkley-300
database [23]. For the first quantitative comparison, the pre-
cision and recall rates of various models are computed and
the average precision-recall (PR) curve is obtained by aver-
aging the results from all the testing iamges. In addition to
PR curves, for each image, we follow [22, 24] to segment a
saliency map by adaptive threshold

Ts = min {2×
∑N
i Vi
N

,Tmax}, (10)

whereN denotes the number of pixels in the saliency map and
i is the pixel index. Vi is the saliency value on pixel i. Tmax

is the upper bound for the saliency value. In the experimen-
t, the saliency values are projected into the range of [0,255]
and we set Tmax = 255 in the experiment. Then the pre-
cision, recall and F-Measurement values are computed over
the ground truth maps, where F-Measurement is defined as
Fβ(T ) = (1+β2)Precision(T )×Recall(T )

β2×Precision(T )+Recall(T ) , where β = 0.3.

4.1. MSRA-1000 Dataset

First, we generate the saliency maps for all 1000 testing
images using the proposed saliency model Sfinal (eq. 9). The
saliency detection performance of the proposed saliency mod-
el is compared with five state-of-the-art saliency models, that
are FT [22], HC [25], RC [25], CA [13] and SC [15].

(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 4: Subjective comparison of our saliency map with five
stat-of-the-art methods on the MSRA-1000 database. (a) orig-
inal images, saliency maps of (b) CA, (c) FT, (d) HC, (e)RC,
(f)SC, (g) the proposed method, (h)the ground truth.

(a)

(b)

Fig. 5: Experiment results on MSRA dataset. (a) the PR
curves for approaches comparison. (b) the results of adap-
tive segmentation. The picture in the third row displays the
PR curves for refined and non-refined results.
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The visual results of our method and the other five com-
pared approaches are listed in Fig. 4. In Fig. 5 (a), we compare
our precision-recall curve with other methods. The proposed
saliency map demonstrates the highest recall rate and preci-
sion rate compared with other methods. Fig. 5 (b) displays the
average precision, recall and F-measure values in the adaptive
threshold experiment. Among all the approaches,the proposed
method achieves higher precision, recall and F-measure values
compared with other approaches.

Fig. 6: Experiment results on MSRA dataset. The picture dis-
plays the PR curves for refined and non-refined results.

The operation of clusters based refinement can improve the
performance greatly. It is observed that both refined contrast
based saliency and refined boundary prior saliency achieve
dramatic performance improvement compared with the orig-
inal curves.

4.2. Berkley-300 Dataset

(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 7: Subjective comparison of our saliency map with five
stat-of-the-art methods on the Berkley-300 database. (a) orig-
inal images, saliency maps of (b) CA, (c) FT, (d) HC, (e)RC,
(f)SC, (g) the proposed method, (h)the ground truth.

We compare the curve of our approach with FT [22], HC
[25], RC [25], CA [13] and SC [15]. The PR curves are shown
in Fig. 8 and the average precision, recall and F-measure val-
ues is displayed in the second row of Fig. 8. Our method
achieves the best performance both in the PR curve and the
adaptive segmentation experiment. The visual results for com-
parison are listed in Fig. 7.

(a)

(b)

Fig. 8: Experiment results on Berkley dataset. (a) the PR
curves. (b) the results of adaptive segmentation.

5. CONCLUSION

In this paper, we have presented a salient object method by
combining the priors about ”what the salient objects look like”
and ”what the background should look like”. To exhibit di-
verse and meaningful visual pattern information of natural im-
ages, we propose a saliency driven clustering method based on
the combination of contrast prior saliency and boundary prior
saliency. Experimental results on the most popular datasets
demonstrate that computing regional saliency values based on
the generated clusters can improve the performance of color
contrast prior or boundary prior greatly. The comparison of
experimental results also indicate the advantages of building
a saliency model based on the high-order visual information
of images, such as clusters. Since a simple clustering method
based on histogram analysis is used for saliency detection, we
will exploit a more effective clustering strategy for generating
semantic regions in our future work.
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